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Figure 1: We study human-AI co-writing with biased predictive text models. In settings like the one pictured, we find that
anti-stereotypical suggestions can significantly decrease the amount of pro-stereotypical stories written. However, this is not
enough to remove (let alone reverse) the pro-stereotypical bias in the co-written stories.

Abstract

Al-based systems such as language models have been shown to
replicate and even amplify social biases reflected in their train-
ing data. Among other questionable behaviors, this can lead to
Al-generated text—and text suggestions—that contain normatively
inappropriate stereotypical associations. Little is known, however,
about how this behavior impacts the writing produced by people
using these systems. We address this gap by measuring how much
impact stereotypes or anti-stereotypes in English single-word LM
predictive text suggestions have on the stories that people write
using those tools in a co-writing scenario. We find that (n = 414),
LM suggestions that challenge stereotypes sometimes lead to a
significantly increased rate of anti-stereotypical co-written stories.
However, despite this increased rate of anti-stereotypical stories,
pro-stereotypical narratives still dominated the co-written stories,
demonstrating that technical debiasing is only a partially effective
strategy to alleviate harms from human-AlI collaboration.
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1 Introduction

Predictive text systems have become a commonly used tool in
human communication, with 44% of Americans reporting using
predictive text at least somewhat often.! While users and developers
may see predictive text technology as producing “neutral” output,
it is well known that the language models that underlie predictions
often pick up on—and even amplify—social biases, including those
present in their training data [41] as well as those due to structural
factors around their creation [13]. These language model biases can
directly lead to the generation of text that causes representational
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harms to users [7, 25] including alienation, erasure, disparagement,
dehumanization and—the topic of this paper—stereotyping. Our
work focuses on distribution-based stereotyping [48]—in the stories
written with or without model suggestions—how often the overall
stories that people write conform to (vs challenge) stereotypes, as
well as how often participants make use of the text predictions in
the pro-stereotypical vs anti-stereotypical conditions.

In this study, we aim to understand how potential stereotyping
biases in underlying language models affect user behavior when
those language models provide single-word text predictions, as is
common on mobile phones. In a pre-registered ? and IRB approved?
online study (n = 414), we asked participants to write short English
stories with (treatment condition) or without (control condition)
the help of a predictive text system. In the treatment condition,
when the participants were provided with text predictions, these
predictions were generated—on a per-story basis—by either a lan-
guage model that was designed to make suggestions that aligned
with social stereotypes, or one that was designed to challenge so-
cial stereotypes surrounding gender and sexuality. These stereo-
types included gender-occupation stereotypes (pro-stereotypical:
a doctor who uses he/him pronouns; anti-stereotypical: a doctor
who uses she/her pronouns) as well as personality stereotypes
based on the Agency-Belief-Communion (ABC) model from social
psychology [50] (pro-stereotypical: men are untrustworthy; anti-
stereotypical: women are untrustworthy). These scenarios also vary
in how strong we would expect participants’ priors to be due in part
to real-world statistics about these traits. For example participants
may be more likely to assume a president uses he/him pronouns
than a doctor.

Our interest is in how model suggestions that conform to or
challenge social stereotypes differently affect user behavior. While
much work has been done to reduce stereotypes and biases in lan-
guage models themselves [41], we are not aware of prior work that
investigates how this debiasing impacts the writing of people who
use those systems. For example, if users accept pro-stereotypical
suggestions more than anti-stereotypical suggestions, then even
writing with a “perfectly debiased” model will still lead to a biased
distribution of stories.

Beyond the individual stories that participants write, there is
further potential for model biases to affect users’ views in the longer
term. A standard model in social psychology connects stereotypes—
over-generalized views about a group—directly to the formation
of prejudices—the beliefs one holds about a group—and from there
to discrimination—actions against a group [29]. Previous work
has considered language models’ influence on co-written text. For
example, Arnold et al. [5] and Bhat et al. [10, 11] found that co-
writing with a biased language model can affect users’ expressed
sentiment in reviews while Agarwal et al. [1] found that co-writing
with a Western-centric model can encourage adoption of Western
writing and cultural norms. Jakesch et al. [45], Dhillon et al. [26],
and Padmakumar and He [68] found that co-writing can affect the
position and diversity of the views users express on topics including
the societal impact of social media, whether college athletes should
be paid, etc.
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We find that in certain writing scenarios, providing exclusively
anti-stereotypical predictive text suggestions (such as suggesting
a character in a male-dominated profession is a woman) can in-
deed lead to an increase in the proportion of anti-stereotypical
stories that people write. However, the people writing these stories
much more frequently override such anti-stereotypical suggestions
than they do for pro-stereotypical ones. In fact, even when all Al
suggestions were anti-stereotypical, we do not observe any scenar-
ios where participants wrote more anti-stereotypical stories than
pro-stereotypical (as illustrated in the “president” writing scenario,
Figure 1). Since a system that provides exclusively anti-stereotypical
suggestions is unlikely to be deployed in practice, our results should
be viewed as an upper bound on how much purely technical “debi-
asing” can potentially mitigate stereotypical writing in human-AI
co-writing scenarios. The effect of a more “realistically” debiased
predictive text model (e.g., one that achieves parity across genders
in its suggestions) would almost certainly be smaller. For developers
and practitioners who wish to encourage a more “fair” distribution
of stereotype-relevant content in human-AI written stories, we
conclude that while “debiasing” the model may have some posi-
tive impact on human behavior, such suggestions alone may be an
insufficient intervention.

When considering the ABC traits assigned to characters of differ-
ent genders, the effects of predictive text suggestions are less clear
in several scenarios. In some scenarios, this may be because the ABC
traits are less often or less clearly marked in treatment (54% + 16 on
average across scenarios) and control writing than gender (70% + 20
on average across scenarios), and some of the studied gender-trait
associations may be weaker than gender-occupation associations.
Overall, we still find a number of writing scenarios where par-
ticipants are significantly more likely to accept pro-stereotypical
predictive text suggestions than anti-stereotypical, though the ef-
fects are weaker than for gender-occupation.

2 Related Work

Humans and Gender Stereotypes. Humans are not free from biases
and stereotypes [38]. People have been found to evaluate identical
work in academic settings more favorably when attributed to male
authors compared to female authors [33, 64]. And implicit gender
biases in promotion committees have been linked to lower advance-
ment rates for women in STEM fields, especially when committees
fail to recognize external barriers faced by women [75].

In the context of writing stories, humans have also been shown
to produce gender-biased text. Children’s books and fairy tales
have been found to underrepresent female characters and include
socially salient stereotypes [e.g., 28, 35, 58, 78]. Toro Isaza et al.
[78] analyze gender differences in the kinds of events fairy tale
characters participate in throughout a narrative arc. They find,
for example, that female characters were more likely to be shown
doing domestic tasks while male characters were more likely to
participate in events surrounding success, failure, and aggression.
Prior work has also found that the gender stereotypes present or
absent in “the reading materials to which we expose children shape
their attitudes, their understanding and their behavior” affecting
their “self-concept, potential for achievement and perceptions of
others” and stereotypical beliefs and attitudes [73].
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Such potentially harmful gender biases are not exclusive to chil-
dren’s media. For example, men are more represented than women
in commercial films in terms of time speaking [36] and time spent
on-screen [46]. Books written by men spend about a third to a fourth
of the space describing characters on describing female characters,
while books written by women are closer to equal [80]. While how
gender is represented in literature has changed over time, gendered
differences in how characters are described (especially physically)
are present even in more modern literature [80]. Tropes in media
also reveal gender bias, with highly male-associated tropes covering
topics such as “money and strength” and highly female-associated
tropes covering topics such as “motherhood and pregnancy” [32].

Our work concerns how gender biases can potentially be exacer-
bated by co-writing with a biased predictive text system. Exposure
to these biases, both for authors using the predictions and for read-
ers consuming the final result, may affect stereotypical beliefs and
perceptions, especially among younger, impressionable audiences.

Language Models and Gender Stereotypes. Language models have
often been found to adopt biases present in their training data, in-
cluding gender biases. Much of the work on gender bias in models
focuses on intrinsic biases [e.g., 14, 16]—biases present in inter-
nal model representations such as word embedding vectors—or
extrinsic biases—biases in downstream task performance such as
summarization or question answering [e.g., 70].

In work concerning intrinsic bias, language models have been
found to rely on word embeddings that encode various stereotypi-
cal associations or to choose next word or next sentence predictions
that prefer pro-stereotypical completions. Such studies have demon-
strated intrinsic biases covering associations between gender and
occupation [3, 14, 88], gender and arts vs science/math [16, 40, 52],
and gender and traits like “polite” or “burly” [65], “trustworthy”
vs “untrustworthy” [20]. Other work has found evidence of intrin-
sic anti-queer biases in models such as assigning sentences about
queer couples a lower pseudo-log-likelihood than minimally edited
sentences about queer couples [66] or sentences containing stereo-
types about the queer community a higher pseudo-log-likelihood
than minimally edited sentences about straight people [27].

In work concerning extrinsic bias, models have been found to
over-rely on gender stereotypes and gendered associations on down-
stream tasks such as coreference resolution [9, 18, 76, 86, 89], senti-
ment analysis [49], emotion attribution [74], occupation classifica-
tion [24], question answering [70], leading to poorer performance
on examples that do not match gender stereotypes. For example,
models over-rely on gender-occupation stereotypes in coreference
resolution, even in light of syntactic structures or common-sense
information which should make the correct answer clear [76, 89].
These works vary in how they represent gender in their test cases—
with pronouns [e.g., 76], gender-associated names [e.g., 4], gender-
associated terms like “woman” or “daughter” [e.g., 14], etc.

These intrinsic and extrinsic measures do not always correlate
[19, 34], meaning that just because a bias is present or absent for
a given intrinsic measure, this does not mean the users will or
will not experience biased outcomes when using the model for a
downstream task.

Prior work on extrinsic bias measures the bias on a downstream
task of a model alone and do not directly study how these models
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are used by people. Our work considers how extrinsic biases do or
do not manifest in the final product when an Al system is used by a
human, particularly whether an extrinsic gender bias in a predictive
text model will be passed through to a final human-AI co-written
story. We consider linguistic markers of gender in co-written text,
including but not limited to names and pronouns.

Bias in human-AI Decision-Making. Many decades of work have
studied AI- or automation-assisted decision-making from the per-
spective of the accuracy of the decisions made [e.g., 55, 63, 69].
Here, we are interested in how the bias of a human-AI assemblage
relates to the bias of humans-alone or Al-alone. Prior work on
human-Al decision-making has found that the bias of a human-AI
team is not simply equal to the sum of its parts and can depend
on factors such as the decision-making task and whether or how
the AI's suggestions are justified [e.g., 23, 37, 72, 77, 84, 90]. Our
paper considers the task of human text authorship with the help
of word-level suggestions given by a predictive text system. This
can be thought of as a human-AI decision-making task in which
participants make many fine-grained decisions to accept or reject
each suggested next word.

De-Arteaga et al. [23] study how model suggestions affect de-
cisions to screen in child welfare services calls for further investi-
gation. While their primary focus is on decision quality, they also
observe that model recommendations decrease the gap in screen-in
rates for White and Black children showing there was not a “differ-
ence in willingness to adhere to the recommendation that would
compound previous racial injustices.”

However, other work finds that model suggestions can increase
unfairness in certain settings. Peng et al. [72] conduct a study where
users classify bios by occupation with or without suggestions from a
gender biased Al system. When making decisions with suggestions
from a deep neural network, the human-AI team was less gender
biased than either the human or AI alone while the opposite was
true when making decisions with a bag of words model.

Schoeffer et al. [77] consider the same occupation classification
task, providing participants with explanations of model predictions
that highlight either gender-relevant or task-relevant (i.e., pertain-
ing to the occupation) terms. They find that gender-relevant expla-
nations lowered participants’ perceptions of the model’s fairness,
leading to more disagreement with AI suggestions and counter-
ing stereotypes. With task-relevant explanations, the human-AI
decisions were more stereotype-aligned than decisions made by
humans on their own.

Wang et al. [84] assess how making decisions with a biased Al
affects the fairness of decisions in how much to bid on a rental
house. They observe that explanations of Al suggestions lead par-
ticipants to make decisions that were more biased against Black
hosts, potentially as the explanations “justified” the model’s bias.
However, they find that this effect does not persist once the Al
suggestions are taken away.

Goyal et al. [37] also find that explanations of biased decisions
can lead humans to make less fair decisions. They observe that, in
the setting of loan application approval, when explanations directly
highlight the contribution of a protected feature (i.e., gender), par-
ticipants are more likely to notice unfairness but still make less
fair decisions overall. However, this unfairness is mitigated when
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participants are given more explicit information about the AI's
biases, training data, etc.

While these previous works focus on how biases in Al sugges-
tions affect the decisions of a human-AI team, other studies have
focused on the effects of collaborating with a “debiased” system.
Krause et al. [51] and Wang et al. [82, 83] consider the effect of
debiased Al suggestions in the context of college major and career
recommendations. They find that participants overall prefer gender
biased suggestions with Krause et al. [51] noting a stronger effect
in female participants. Zipperling et al. [90] consider the effect of
“alignment” between human and Al bias more generally. They the-
orize that humans will rely more on model suggestions when the
bias of the model matches the bias of the human. They find that
participants who produce more gender-biased decisions alone are
more likely to rely on a “gendered” Al than an “ungendered” AL

In our paper, we consider the effects of co-writing either with a
model that always produces pro-stereotypical suggestions (a com-
pletely “biased” model) or one that always produces anti-stereotypical
suggestions (a model that always counters prevalent social biases).

We situate this study in the context of writing with predictive
text as this is a task that many laypeople encounter in their day-to-
day lives. This not only means crowdworkers will likely have high
task familiarity (which may affect reliance or how often users accept
the model’s suggestions or decisions [e.g., 85]) but also that the
influences identified in the study are applicable to a large portion
of the population. This task is also one where participants make
many quick and automatic (i.e., System 1 [47]) decisions, making it
a good surrogate task for stereotypes and implicit biases.

Effects of Co-Writing with a Language Model. Previous work has
considered the influence of language model writing assistants on
the text that humans produce [e.g., 1, 5, 6, 10, 11, 15, 26, 45, 62, 68].

Arnold et al. [5] and Bhat et al. [10, 11] consider how predic-
tive text can bias the sentiment of users’ writing. They find that
users write significantly more positive sentiment reviews when
co-writing with a positively-skewed model (and reversed for a
negatively-skewed model). Jakesch et al. [45] find similar results
in the context of argumentative essay writing. They observe that
participants were more likely to argue that social media is bad
for society when writing with an assistant prompted to produce
anti-social media opinions as compared to a control group who
wrote with no suggestions (and vice versa for the pro-social me-
dia case). Dhillon et al. [26] similarly find that Al suggestions in
co-writing can influence users’ opinions, especially when the Al
provides longer, paragraph-level suggestions. Padmakumar and
He [68] also consider the context of argumentative writing, find-
ing that writing with different language model assistants leads to
measurably different levels of homogeneity in essays, depending
on how diverse the suggestions are from the underlying models.
Agarwal et al. [1] further find that co-writing with an Al system can
homogenize writing towards particularly toward Western cultural
norms leading, for example, Indian authors use more generic or
exoticized descriptions of Indian festivals and foods.

However, while these works show that LLM assistance influences
the style and content of human writing, it is less clear whether such
differences translate into effects on readers. For instance, Biswas
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et al. [12] find that while prior experience using an LLM in a low-
resource language affects their reliance on LLM suggestions when
co-writing in English, these differences do not affect the down-
stream persuasiveness of co-written text.

While these studies all consider the influence of model sugges-
tions on writing, they differ in the form of these suggestions—
ranging from a single word [e.g., 6] to an entire paragraph [e.g.,
45]. Our work specifically examines the impact of word-level sug-
gestions. Prior research has found that longer suggestions may
increase impact of Al suggestions users’ expressed opinions [26].
In comparison to a real-life user, a crowdworker may be less in-
centivized to ensure that the suggestions they are accepting fully
reflect what they are trying to communicate. This may lead to an
overestimation of the influence of phrase-level or paragraph-level
suggestions, especially in the case of subtle social biases. For exam-
ple, Macrae et al. [59] found that stereotypes serve as “cognitive
shortcuts” that facilitate quicker decision-making at the cost of
decreased accuracy and lower levels of fairness.

Our work centers the effects of social biases and stereotypes in
predictive text on co-writing and is, to our knowledge, the first
work to do so. Outside of co-writing, prior work has found that
while treatments such as exposing people to anti-stereotypical
examples can have a short-term effect on implicit biases, these
attitudes are difficult to meaningfully change [22, 53, 71] in contrast
with weaker or more malleable attitudes and beliefs which are more
influenced by empirical evidence and can be adjusted with new,
credible data [43, 57].

3 Research Question and Hypotheses

Prior work has shown that stereotypes in humans can be deeply
held and resistant to change, and that Al models can encode similar
human-like biases and stereotypes (See section 2). While existing
literature demonstrates that Al suggestions can influence aspects
of co-writing, such as sentiment and opinions, it remains unex-
plored whether and how stereotypes—often harder to meaningfully
change than other, more malleable opinions—might specifically im-
pact co-writing through predictive text. Our fundamental research
question is, therefore, to what extent predictive text suggestions in-
fluence stereotypical content in people’s writing, either reinforcing
or countering such biases. Although Al suggestions may influence
writing in certain ways, they may not effectively nudge writing
away from deeply rooted human biasses.

We study the effect of biases in a predictive text system on co-
writing creative stories. Participants in our study are assigned to
either a control condition, in which they do not receive any text
predictions, or the treatment condition, in which they do. In the
treatment condition, as in standard phone keyboard interfaces, the
participant is provided (up to) three predicted “next words” that they
can select rather than typing on their own. The treatment condition
can be further split based on the content of the model suggestions.
Broadly, we have pro-stereotypical conditions where the model that
provides word suggestions is configured to do so in a way that con-
forms to known social stereotypes and anti-stereotypical conditions
where here the model is configured to provide suggestions that
challenge social stereotypes. All stereotypes (pro- and anti-) are
restricted to gender- and sexuality-based stereotypes.
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For example, in Figure 1, the model may suggest a president
character should be described using masc-coded language (e.g., us-
ing he/him pronouns or having a traditionally masculine name;
pro-stereotypical) or fem-coded language (e.g., using she/her pro-
nouns or having a traditionally feminine name; anti-stereotypical).
Beyond gender alone, the predictive text system may also suggest
a number of gender-associated traits, for example that a fem-coded
character is “benevolent” (pro-stereotypical as per Cao et al. [20]) or
that she is “threatening” (anti-stereotypical as per Cao et al. [20]).

Our analysis is primarily concerned with users’ decisions to
accept or reject suggestions from a predictive text system (H2)
and how these decisions lead to overall stories that are qualita-
tively similar or different from stories written without suggestions
(H1). Measures of the acceptance of individual word-level sugges-
tions capture different effects than measures of the degree of the
use of stereotypes in the completed stories. The former provide
measures of reliance. However, it is possible that simply observing
the suggestions—without actually selecting them—influences what
people write. Our story-level measures allow us to observe such
influences at a holistic level.

The question of precisely what constitutes a “fair” outcome is
essentially contested across multiple fields, including algorithmic
fairness, philosophy, Al safety, and HCI [e.g., 8, 21, 42, 56, 60, 67].
Many mathematical approaches cast “fairness” as some measure
of disparity of outcomes across groups, with that precise measure
also being essentially contested [67]. Even the question of what
level of disparities are acceptable is disputed: should no disparity
be allowed, should disparities be allowed up to some real-world
statistic (e.g. labor statistics from the country of model deployment),
or something else? The “correct” definition of fairness certainly
depends on both the goals of the designer and developer, as well as
the actual context in which an Al-based system will be deployed.

We have hypothesized that providing anti-stereotypical sug-
gestions will lead participants to write stories that are more anti-
stereotypical than human-only stories, while providing pro-stereo-
typical suggestions may not result in a significant difference from
human-only stories. We center parts of our analysis on whether
the potential increase of anti-stereotypical stories from solely anti-
stereotypical suggestions is enough to result in a “fair” distribution
of stories—namely a distribution exhibiting demographic parity.
However, this is not to say that demographic parity is the only
reasonable fairness definition to apply in this setting, and we leave
the governance question of what distribution of suggestions or final
stories is “fair"—whether based on parity, real-world statistics, or
other criteria—to future work.

In the body of this paper, we discuss the hypotheses that:

H1: On the story level, stereotype-relevant content included in
stories written without suggestions (control condition) is
more similar to the stereotype-relevant content included
in stories written with pro-stereotypical suggestions than
anti-stereotypical suggestions.

H2: On the word level, participants are more likely to accept sug-
gestions overall in the pro-stereotypical conditions than in
the anti-stereotypical conditions.
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H2a: Participants are more likely to write—rather than ac-
cept from model suggestions—words that specify stereotype-
relevant character attributes in anti-stereotypical sugges-
tions conditions and less likely to write such words in the
pro-stereotypical suggestions conditions.

H2b: Participants are more likely to reject model sugges-
tions when they are anti-stereotypical and more likely to
accept model suggestions when they are pro-stereotypical.

In contrast to studies of bias in language models that are either

intrinsic or extrinsic to the model itself, these two hypotheses are

concerned with how model biases affect co-writing with a human.

H2 focuses on individual micro decisions about when participants

accept model suggested words or reject them and write new words,*

and H1 focuses on the impact of those decisions to written stories
more broadly.

We consider three additional hypotheses in addition to the two
main hypotheses described above:

H3: Participants will take longer to decide whether to take model
suggestions when they are anti-stereotypical due to implicit
biases [39].

H4: Participants will be more likely to accept pro-stereotypical
vs anti-stereotypical suggestions based on that participant’s
gender, or their beliefs about gender and confidence: namely,
participants who have the anti-stereotypical belief that women
are more competent than men will be more likely to accept
anti-stereotypical suggestions.

H5: Participants with lower levels of English proficiency are more
likely to accept model suggestions (as has been found in
previous studies, for example, Buschek et al. [15]).

As discussed in detail in subsection 4.2, the suggestions shown
to participants are varied based on stereotype-relevant traits (e.g.,
gender and trustworthiness). For hypotheses H2, H2a-b, and H3, we
focus our analysis on individual word-level writing actions and how
participants’ reliance on the predictive text system change based on
what the model is suggesting. For hypothesis H5, we also consider
these finer-grained actions, but compare between participants of
varied self-reported English proficiency. For hypotheses H1 and H4,
we focus on properties of overall stories, so we are able to compare
between stories written with and without suggestions.

Beyond the main analyses introduced above, which we conduct
in the main body of this paper (section 6), we conduct a few addi-
tional analyses in the appendices. In these additional analyses, we
observe that: (1) the presence of suggestions did not affect the over-
all story lengths (subsection B.2); (2) participants’ (binary) gender
identity did not significantly affect their acceptance of gendered
suggestions (subsection B.3); (3) human biases correlated with each
other, for example, with groups being seen as “warm” also being
seen as “competent” (subsection B.4); and (4) writing with predictive
text did not significantly affect gender gaps in toxicity but led to
significant gender gaps in sentiment and character agency in some

40ur hypotheses focus on suggested content being pro-stereotypical or anti-
stereotypical as the difference maker that determines whether participants will accept
or reject these suggestions. However, as we discuss in subsection B.6, another possible
cause of differences in token-level acceptance of suggestions in our study is human
preferences towards text with uniform information density [31, 44, 61]. While we
cannot rule out this potential confounder entirely, we discuss in subsection B.6 how
participants often select markers of character gender sufficiently early in the co-writing
process that our results cannot be explained by differences information density alone.
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writing scenarios, with fem-coded characters sometimes being por-
trayed more positively, yet with less agency. (subsection B.5).

4 Study Design

The study is conducted using a custom-built mobile web interface
(Figure 3a) mimicking a smartphone keyboard with predictive text,
and participants are required to complete the study on a smart-
phone and were not allowed to use their device keyboard. We use
this interface as it encourages participants to use our system as
they would use predictive text in their everyday lives. Our mobile
interface connects to a custom cloud-hosted back-end that uses a
language model to provide predictive text suggestions.

We use a mixed between- and within-subjects study design. We
assess the effects of writing without suggestions (control) versus
with suggestions (treatments) in a between-subjects analysis. In
the treatment condition, the stereotypes present in the predictive
text suggestions vary within-subjects and are randomized for each
writing task. We do not employ a fully between-subjects design as
providing only pro-stereotypical or anti-stereotypical suggestions
may increase the chances that participants notice they are in a
bias-centered study and change their writing behavior accordingly.

Our study procedure consists of up to two tutorial tasks, seven
writing tasks, an attention check, a break and a final survey ordered
as shown in Figure 2. After the study is completed, participants
who received predictive text suggestions were shown a debrief
explaining how the predictive text model was controlled in a way
that influenced the character attributes the model suggested (e.g.,
suggesting that the doctor character in the story is a woman), lead-
ing to suggestions that may reinforce harmful stereotypes (See
Figure 26).

4.1 Procedure

Tutorial. We include a tutorial that both walks participants through
the interface and lets them practice writing with it. Depending on
the condition, participants are shown either one or two tutorial
examples (See Figure 21). All participants see a tutorial writing task
with no predictive text suggestions to get them used to using the
interface’s keyboard. Participants in the “with suggestions” con-
dition see an additional tutorial writing task to get them used to
using the predictive text feature.

Task. After finishing the tutorials, participants are asked to com-
plete seven writing tasks (See Figure 3a) in which the participant
is given the opening words of a story and are asked to complete it.
Participants are required to write at least 100 characters before they
are able to move to the next scenario. We record an interaction trace
of participant behavior throughout each writing task. This includes
every suggestion that is accepted or rejected by the participant,
every word they type or delete, and the amount of time taken on
each of these actions. For our purposes, a writing action ends at a
space character.

We employ two strategies to encourage participants strongly
engage with the system and the writing task. First, we explain in the
task instructions that participants’ usage of predictive text is being
monitored throughout the study and that their compensation may
be affected if they exclusively and very quickly accept suggestions
(in the end, all participants were compensated at the full rate). After
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the first scenario, if any, in which a participant writes more than
90% of the words in the story via predictive suggestions, we include
a warning screen reminding them not to overuse the suggestions.
28.5% of participants in the suggestions condition were shown
this warning. Being shown the warning did not affect participants’
compensation, ability to complete the study, or their inclusion in
the analysis.

Second, we include one attention check example designed to
confirm that users properly read the scenarios and instructions
instead of clicking through suggestions. Here, we ask participants
to copy down a given story instead of writing a new story (See
Figure 23). The goal is not to penalize participants who make small
typos, so instead of checking for an exact match, we take the word
error rate (WER) between the original and participant transcribed
stories and find that the WERs fall into two separable clusters: those
where they correctly transcribed the target story (perhaps with a
few typos) and those where they did not follow instructions. All
participants were compensated equally, but we did not include the
data of those who failed this attention check in our analysis.

Survey. We ask our participants to complete a survey including
optional demographic questions about gender identity and age
(See Figure 25). Because a person’s level of English proficiency can
affect their reliance on English predictive suggestions [15], we ask
all participants to self-report their level of English proficiency on a
five-point scale, enabling the evaluation of our hypothesis H5 that
participants with lower self-reported proficiency will rely more on
the predictive text suggestions.

Because our predictive text suggestions will attempt to “nudge”
participants towards pro- or anti-stereotypical completions, we
also collect a proxy measure of participants’ underlying beliefs
(See Figure 24). As discussed in subsection 4.2, our study’s writing
scenarios generally center an association between gender and an-
other stereotype-relevant trait. These traits come from Koch et al.
[50]’s ABC model (building on Fiske et al. [30]’s stereotype content
model) which consists of paired traits regarding a group’s agency,
beliefs, and communion. To measure the participant’s beliefs about
these stereotypes, we ask one question about warmth (representing
“communion”), competence (representing “agency”), and one about
conservativeness (the only “belief” represented in our writing sce-
narios). For the conservativeness question, we use the proxy of
“community-oriented” vs “individualistic” which aligns well with
our liberal vs conservative writing scenario which focuses on af-
fordable housing development. Similar to Cao et al. [20], we ask
participants to mark on a 0-100 scale the extent to which different
demographic groups are associated with warmth, competence, and
conservativeness.

To lessen the effect of social desirability bias, we ask participants
to report these associations “As viewed by your 10 closest friends,
(where your own opinions may differ)”. To lessen the chances of
model suggestions in the writing tasks affecting responses, we have
participants take a one minute break to watch a video of kittens
and reset their mind before answering these questions.

4.2 Writing Scenarios

We present participants with seven writing scenarios to complete
that involve various traits of interest (See Table 1). All scenarios
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Writing Su rvéy

Tasks (x4)

Figure 2: Our study structure consists of a tutorial, seven writing tasks (with an additional attention check task), a short break,
and a final survey. See Appendix E for a full set of interface screenshots.

Please complete the following story:

| went to the doctor yesterday. The doctor said that |

Written character count: 0/100

Submit

(@

Partial Interaction Trace:
prefix Iwentto .... The doctor said that
suggest [she,I]
type “he”
suggest [would, needed, prescribed]
type “cannot”
suggest [diagnose, determine, give]
pick “diagnose”
suggest [my, me, without]
pick “me”
Partial Story:

I went to the doctor yesterday. The doctor

said that he cannot diagnose me ...

(b)

Figure 3: (a) Interface for writing task with suggestions. Participants pick up writing from a pre-determined start to the story,
in this case, introducing the doctor character. (b) Example interaction trace for this writing scenario. This simplified depiction
does not include the time taken to make each action and does not include any edits to already selected words or any deletions,

but these were included in the study’s interaction traces.

(except one) were designed to include one gender and one Agency-
Belief-Communion [50] axis (distributed as two Agency, three Be-
lief, and one Communion scenario), with some scenarios specifying
one of these attributes in the story prefix (e.g., the STUDENT sce-
nario) and others leaving them open to the writer (e.g., the DocTor
scenario). These differences allow us to probe how participants as-
sign traits in contexts where gender or ABC traits are either given
or unspecified. For example, in the DETECTIVE scenario, we test
whether a detective is more likely to be gendered masculine or fem-
inine based on the detective being explicitly marked as trustworthy
or untrustworthy. In the DocToRr, neither gender nor the ABC trait
(confidence) is specified in the story prefix, so we can see which
which combinations of traits are chosen jointly by the participants.

The WEDDING scenario does not involve ABC traits. Instead, the
two axes of interest are the gender of both of the characters who are
getting married, and whether this is a straight or queer marriage.
These scenarios also differ in the real-world base-rates of at-
tribute combinations—for example, the proportion of female presi-
dents is lower than that of female doctors—though for ABC traits,
no meaningful population statistics can reasonably be obtained (e.g.,
the proportion of female doctors who are confident vs. unconfi-
dent). We do not strictly control these rates. Instead, these variations
provide a range of contexts that may influence the strength of par-
ticipants’ stereotypical beliefs. Importantly, and as discussed later,
there is no guarantee that the person writing the story will always
specify any of these attributes (gender or ABC trait) in their stories.
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Axes specified Axes sugggested

Scenario Story prefix in story prefix by the model
DocTor I went to the doctor yesterday. The doctor said that - doctor gender & confidence
PRESIDENT  In the first 100 days, the new president was determined to focus - president gender & benevolence
WEDDING {Sherry / Joe} was happy to be marrying first partner gender other partner gender
STUDENT In today’s class, we were assigned project groups. {Abby/John} student gender student competitiveness
DeTECTIVE  In the gritty world of detective work, Detective John Wilson{’s part-  partner trustworthiness  partner gender

ner wasn’t to be trusted / knew he could always count on his partner].
TEACHER When I was in school, {Mr. / Mrs.} Brown was teacher gender teacher likablity

TowN HaLL  The town hall meeting about the new affordable housing develop-  character gender

ment got very rowdy. {Rebecca / Thomas/ said that

character |conservativeness

Table 1: Studied writing scenarios. Highlights sort axes into Agency , | Beliefs , and Communion categories [50] as well as

gender . In some cases there is randomization in the story prefix which is italicized (e.g., whether the named character in the

WEDDING scenario is named Sherry vs Joe). For example completed stories, see Table 5.

To dig in in more detail, in the TEACHER scenario, participants
start with the story prefix “When I was in school {Mr. / Mrs.} Brown
was” where the teacher’s title is specified based on the condition. In
this scenario, we also consider whether the teacher is likable vs re-
pellent (a “Communion” trait). On the other hand, in the PRESIDENT
scenario, all stories begin with “In the first 100 days, the new presi-
dent was determined to focus”. Here, we are concerned with the
president’s gender and whether they are benevolent vs threatening
(also “Communion” trait). While in the TEACHER scenario, one axis
(gender) was specified in the initial starting phrase of the story (and
the likability axes is possibly later specified by the participant), in
the PRESIDENT scenario, both axes are left up to the participant.

Overall, the seven scenarios are chosen to cover a wide variety
of ABC traits and potential gender biases. The story prefixes are
chosen to minimize the chance that a participant will immediately
recognize the study’s focus on gender stereotypes. For example, if
we marked characters as a “{male/female} doctor”, then participants
may notice that the study is concerned with gender biases and
adjust their writing accordingly.

4.3 Participants

We recruited 500 participants for our study through the crowdsourc-
ing platform Prolific.’ Each participant was restricted to taking the
study only once. We compensated all participants at an average rate
of US$15 per hour regardless of study completion (where 460 com-
pleted the study). We discarded responses that fell into the failing
cluster of attention check responses and those who stopped before
completing the final survey, leaving a total of 414 participants. In
the set of 500 participants, 100 were sorted into the “without sugges-
tions” condition and 400 into the “with suggestions condition” (split
such that = 100 participants were provided each unique sugges-
tion setup of gender and secondary trait, for example: confident +
fem-coded, confident + masc-coded, unconfident + fem-coded, and
confident + masc-coded). Of the 414 participants who completed the
study and passed the attention check, 340 participants were from
the “with suggestions” condition and 74 were from the “without
suggestions” condition. Each participant wrote seven total stories.

Shttps://www.prolific.com/

Due to issues with the data collection server, participant writing
actions for 33 stories (or 1.1%) were not fully recorded, leaving a
final dataset of 2865 stories written by participants who completed
the study and passed the attention check.

42% of participants self-identified as women, 56% as men, 1% as
non-binary/non-conforming, with 1% of participants opting not
to respond. 37% of participants were between the ages of 18-25,
43% between 26-40, 19% between 41-60, and 1% over the age of
60. 32% of participants self-reported as having “primary fluency /
bilingual proficiency” in English, 17% as having “full professional
proficiency”, 16% as having “professional working proficiency”,
18% as having “limited working proficiency”, and 16% as having
“elementary proficiency”. Participation was not restricted by country
of origin to ease the recruitment of participants with a variety of
English proficiency levels. A breakdown of participant nationality
can be seen in Figure 20.

5 Methods

Our study focuses on the effects of biases in an underlying predictive
text model on participants’ behavior. In the study, participants write
stories covering seven scenarios. In each scenario, participants are
provided with an opening phrase and asked to continue the story.
The underlying predictive text model (if any) can be biased in
multiple ways, and we study the effects of that bias (if any) on the
user-generated story.

5.1 Generating Predictive Text Suggestions

We generate our predictive text suggestions using LLamA 2-CHAT
7B [79]. Our model selection was based on a trade-off in ease and
robustness of steering vs model size as we needed a model that
would consistently suggest biased attributes as required but was
also not so large as to cause latency issues when making many
word-level predictions. While LLamA 2 7B may not be used in
consumer predictive text systems, major companies have begun
using transformer models for predictive text.®

®https://www.apple.com/newsroom/2023/06/ios- 17-makes-iphone-more-personal-
and-intuitive/
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In our study, we prompt the predictive text model to suggest
various pro-stereotypical and anti-stereotypical character attributes
(as discussed in subsection 4.2). These prompts simulate models
with different biases—for example, always suggesting that a doctor
character is a man (pro-stereotypical) or that a doctor character is
a woman (anti-stereotypical).

An example model prompt used in the study is shown in Fig-
ure 4. The majority of the system prompt is shared across scenarios
and conditions. It explains the next-word prediction task and then,
depending on the scenario and condition, describes specific as-
pects of the story we aim to control (e.g., that the model should
suggest a character is a woman). We then include two to three
in-context examples showing how to continue a story with the
desired characteristics. These sample continuations are generated
in part with inspiration from GPT-3.5-TURBO to help select diverse
completions. Finally, we include the current state of the story as it
is being written.

We generate the top three predictive text suggestions using a
simple decoding method. We start by taking the top three tokens
according to their raw output logits. Since these tokens may not end
on a meaningful word boundary, we continue greedily until each
of the top three suggestions contains a completed word, number,
or punctuation mark. In the simplest case, this means we generate
until we see a space. We also check for completed words containing
apostrophes or hyphens (e.g., we should continue generating at
“doctor’” until we reach “doctor’s”). While these continuations may
affect the probability of the full sequence, we approximate the
probability of each suggestion using only the probability of the first
generated token. Because only a small number of additional tokens
are generated greedily, their contribution is unlikely to substantially
change the relative ranking of the suggestions.

For more details about how predictive text suggestions were
generated, see Appendix D.

5.2 Identification and Measurement of
Pertinent Story Elements

To identify whether stories’ characters have a particular gender or
one of the ABC traits that is relevant to a scenario, we annotate the
produced stories using LLamA3 70B[2].

For example, in the co-written story “I went to the doctor yester-
day. The doctor said that she would run additional tests to confirm
the unpleasant results from the insulin levels to be true,” we want
to know if the doctor is described using fem-coded language and if
the doctor is described as confident or unconfident. We formulate
this annotation as a Natural Language Inference task [87] in which
we provide the model with the story as a “premise” as well as a
hypothesis such as “In the story, the doctor is a woman or a person
who uses she/her pronouns or a traditionally feminine name,” (See
Table 18 for the hypotheses used for every scenario) and collect
the probability of the hypothesis being true via the resulting token
probabilities. We expect the model to annotate above story as hav-
ing a fem-coded doctor character.® We collect similar annotations

"The full set of prompts (with in-context examples) used in the study is available at
https://github.com/ctbaumler/predictive_text.

8Throughout this paper, we use the terms masc-coded and fem-coded to represent
characters that have lexical characteristics such as using certain pronouns. These
characteristics are related but not equivalent to gender itself.
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at the word level, providing the model with the story up until a
specific word (that may have actually been included in the story
or suggested by the model and rejected) and evaluating the same
hypotheses. Here, we expect to see the model’s probability of the
doctor being fem-coded to increase significantly on the word “she”.

For each scenario and each potential value of the elements of
interest (i.e., genders and ABC traits), we construct a pair of hy-
potheses to measure that element’s value. For instance, in our doctor
example, we had both a hypothesis that the doctor is described with
fem-coded and masc-coded language. This means that for every
element of interest, we have two measurements where it is possible
that neither is true. We find that the model marks both options as
true in only 0.2% (eight total) of these annotations and correct them
manually. We do not annotate for gender identities beyond binary
ones. We expected that participants would not make characters
explicitly non-binary, and we indeed could not find any such cases
through a manual evaluation of a small sample of stories.

To prompt the model for story and word-level annotations, we
provide the model with simple instructions, in-context examples
to demonstrate the task, the hypothesis, and the full or partial
story premise (See Figure 19). The partial stories are used to collect
word-by-word measurements of the elements of interest at every’
step, both for the words that are included in the final story and
for the model-suggested words that are rejected. For example, in
Figure 5, from a given state, we consider the addition of the next
word that was actually used in the story (in this case, written by
the participant) as well as the options provided by the model that
were rejected by the participant.

Based on a manual examination of the data, we empirically
choose 0.8 as the probability cutoff point for determining whether
an attribute is present in the story. In other words, if the model out-
puts that the probability of the doctor character being fem-coded
in a (partial) story is greater than 0.8, then we consider the (partial)
story as having a fem-coded doctor in it. For the word-by-word
annotations, we mark a word as specifying a given attribute if the
previous word’s score was less than 0.8, the new word’s score is
greater than 0.8 and the difference between them is greater than 0.3.
In the example in Figure 5, we can see that under this cutoff, the
words “Sarah”, “his”, and “the” did not lead (or would not have led)
the model to predict Joe is marrying a masc-coded partner, but the
word “Steve” would have led to a masc-coded partner prediction.

We employ manual and automated cleaning on these annotations,
as the purpose is not to evaluate the LLM’s ability to annotate these
(parts of) stories but to obtain a reliable set of annotations of gender
and ABC traits. We observe some cases where the LLM consistently
over-predicts certain characteristics. For example, in the WEDDING
scenario, the partial story “Sherry was happy to be marrying her”,
the LLM understandably predicts that Sherry’s partner is a woman
as though “her” is an object pronoun (i.e., the pronoun refers to
Sherry’s partner). We verify that all generated stories that begin
this way are using “her” as a possessive determiner (e.g., as in “her
fiancee”) and remove all such cases from the set of words that would

Due to technical limitations, server lag caused fast typing participants to, at times,
not receive an updated set of suggestions for every word they inputted leading to some
nonsensical model-suggested word continuations. We do not consider continuations
where the model suggestions at the current step are the same as suggestions at the
previous (i.e., when the server has lagged).
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Example Predictive Text Prompt

System Prompt: You are next word prediction model that helps people finish their current story.
Please continue the story indefinitely as the participant will decide when to stop, but feel encouraged
to end individual sentences as needed. Only respond with the continuation with no extra text. The
continuation should be from the same point of view as the original story. This story is about Detective
Sarah Robinson who betrays her partner, Detective John Wilson. Again, remember to respond only with

Parts of the system prompt
that are shard across writing
scenarios and conditions

the continuation of the participant's story.

User: Detective Sarah Robinson turned out

an indelible mark on their once unbreakable bond

User: Detective Sarah Robinson’s

partnership crumbled, leaving the department in disarray.

rest of the participant's current story]

[the rest of the participant's current story]
-

Assistant: Detective Sarah Robinson turned out not to be a trustworthy character. Behind her
partner Detective John Wilson's back, she had been secretly helping the prime suspect, Richard
Stratton's son, evade justice. When John discovered her betrayal, it tore their partnership apart, leaving

Assistant: Detective Sarah Robinson's true colors finally surfaced, revealing her as an
untrustworthy character. She had been colluding with a notorious gang that John Wilson, her partner,
had spent years trying to bring down. When John stumbled upon evidence of her betrayal, their

User: Inthe gritty world of detective work, Detective John Wilson's partner wasn't to be trusted. [the

Assistant: Inthe gritty world of detective work, Detective John Wilson's partner wasn't to be trusted.

Part of the system prompt that
defines the model bias
(in this case that the
untrustworthy detective has a
fem-coded name)

In-context examples

Current state of the
participant’s story

g

The final output is the top 3 single-word
continuations retrieved from model logits:

[She, Detective, Sarah]

Figure 4: Example predictive text prompt in the DETECTIVES scenario in the untrustworthy, fem-coded condition. The italicized
part of the system prompt is shared across conditions/scenarios. This example’s formatting is changed for visual clarity, and

the true prompt follows LLama 2’s prompt formatting structure.

determine that Sherry’s partner is fem-coded. For more details about
how model annotations were generated, see Appendix D.

To validate these LLM annotations, we tested their agreement
with 10 graduate student annotators (disjoint from the set of authors
of this paper). They were asked to annotate 560 story-attribute pairs
total covering every axis of interest and were paid $5 for an median
compensation rate of $15.79 per hour. For more complete details
including instructions, see subsection C.3. Pooling annotations
between human annotators, we find an overall agreement level
per Cohen’s Kappa of k, = 0.768 which constitutes “substantial
agreement” [54] between humans and the LLM annotator. For the
gender annotations, we find an agreement of kgender = 0.782. For
the other ABC traits (likability, assertiveness, etc), we find a slightly
lower agreement of kapc = 0.757 perhaps as these traits are more
subjective than gender.

These story-level and word-level annotations are then used as
outcome measurements in H1, H2a, and H2b. In H1, we consider
how often specific stereotype-relevant content is present in overall
stories. For example, we consider how likely a president character
is to be described using fem-coded language, depending on the
presence or type of suggestions. In H2a, we consider how often
the words in the final story (especially those that mark stereotype-
relevant features) were suggested by the model. For example, we

measure how often any word in the final story was accepted exactly
from a model suggestion when the model is prompted to suggest the
president uses fem-coded language. We consider the same measure-
ment on the subset of words that mark gender (where this subset
is chosen based on the change in LLM annotator confidence in the
president’s gender). Finally, in H2b, we consider when the model
suggests words that mark stereotype-relevant features, how often
the participants are to accept them. For example, we measure how
often participants accept model suggested words when these words
would mark a the president as fem-coded. These story-level and
word-level annotations are then used as outcome measures in the
analysis below. Together, these annotations provide the outcome
measures used in the analyses that follow.

6 Results

In this section, we report our findings on the influence of pro-
stereotypical and anti-stereotypical predictive text suggestions. We
first summarize (subsection 6.1) the effects of predictive text sug-
gestions on gender at the level of stories.

We then discuss the influences of biased predictive text in more
detail at the story and word level for a subset of three scenarios from
Table 1: DETECTIVE (subsection 6.2), WEDDING (subsection 6.3), and
PRESIDENT (subsection 6.4). We selected these three scenarios for
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p(fem-coded partner) ~ 1

User-written word

New word New word
Joe was happy to be makes partner makes partner
marrying é)arah, masc-coded? fem-coded?
p(masc-coded partner) ~ 2.4e-11 x L

Joe was happy to be
marrying

Joe was happy to be

marrying
p(masc-coded partner) ~ 4.1e-1
p(fem-coded partner) ~ 5.8e-5

is X X

p(masc-coded partner) ~ 4.1e-03
p(fem-coded partner) = 6.0e-10

Joe was hap

marrying
p(masc-coded partner) ~ 1

p(fem-coded partner) ~ 3.7e-13

gy to be

teve & X

Joe was happy to be
marrying the X X

p(masc-coded partner) ~ 7.0e-2
p(fem-coded partner) ~ 1.8e-6

model-suggested words

Figure 5: An illustrations of word-level annotations. The model is asked about Joe’s partner’s gender for an initial partial story
(left) as well as the partial story with the addition of the word that the user next added to the story (teal) and the suggestions
that the user rejected (orange). Note that in this example, the user did not accept one of the model-suggestions. If they had,
then this update would still be annotated, but would not be considered in the analysis of counterfactual updates. We then
consider the output probabilities before and after each potential new word is added and compare to see that “Steve” is the only

word that determines that Joe’s partner is masc-coded.

the body of the paper to cover a variety of trait configurations. In the
DETECTIVES scenario, we see how the inclusion of an ABC trait in
the story prefix affects how participants decide a character’s gender.
In the WEDDING scenario, we see how varying the gender of a
character in the story prefix affects how participants decide a second
character’s gender. And in the PRESIDENT we see how participants
decide a character’s gender and ABC trait jointly. Similar analyses
of the remaining scenarios are in Appendix A and follows similar
trends, though in some cases with more mixed conclusions.

Finally, we cover additional effects such as the impact of sugges-
tion type on the time to make decisions, the effect of participants’
pre-existing gender biases, and the effect of participants’ level of
English proficiency (subsection 6.5).

Unless otherwise stated, all comparisons in this analysis were
conducted using independent t-tests, with effect sizes reported
as Cohen’s d. We perform Benjamini-Hochberg correction and
report the adjusted p-values with prpr. Tables of all p-values in the
scenario-level tests can be found in subsection A.5. All error bars
in our figures show 90% confidence intervals.

6.1 Summary of Gender Effects at the Story
Level

We summarize our results on gender in overall stories for scenarios
where participants, rather than the story prefix, determined a char-
acter’s gender in Table 2. In all scenarios except “Joe’s” wedding,
fem-coded character suggestions are anti-stereotypical. We find

that pro-stereotypical suggestions have no significant effects when

compared to writing without suggestions (Table 2a, left). By con-
trast, anti-stereotypical suggestions significantly or marginally shift
writing toward anti-stereotypical characterization or away from
pro-stereotypical characterization (Table 2a, right). Still, in every
scenario, pro-stereotypical characters remain (often significantly)
more common than anti-stereotypical ones, despite exclusively
anti-stereotypical suggestions (Table 2b).

These experiments test extreme cases: predictive text sugges-
tions that are entirely pro- or anti-stereotypical. As discussed in
section 3, there is no single definition of “fair” predictive text sugges-
tions or distributions of stories. Importantly, our anti-stereotypical
condition should be understood as an upper bound, stronger than
what most researchers or practitioners would consider a “fair” or
“debiased” model.!

To examine more realistic bias configurations, Figure 6 shows
how the expected proportion of anti-stereotypical stories changes
for less extreme proportions of anti-stereotypical suggestions. We

Tn our study design, we also only consider cases where the LLM is explicitly prompted
to suggest one character attribute or another. In other words, each participant sees ei-
ther suggestions that, for example, describe the doctor using fem-coded or masc-coded
language. In this analysis, we consider what would happen if different proportions
of participants were given fem-coded vs masc-coded suggestions. Here, we think of
a “debiased” model as one that suggests fem-coded or masc-coded language equally
often, but still “chooses” one or the other to suggest in each story. In reality, since we
show up to three suggestions at a time in the interface, a true “debiased” model may
suggest multiple genders at once (e.g., having both “she” and “he” among the top three
suggestions). Our findings may not generalize to this setting, but we speculate that we
would see anti-stereotypical suggestions be even less effective when they are shown
next to pro-stereotypical options.
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Pro-stereo Suggestions Anti-stereo Suggestions

Rate of Rate of Rate of Rate of

Pro-stereo  Anti-stereo  Pro-stereo  Anti-stereo No Pro-stereo  Anti-stereo

in stories in stories in stories in stories Suggest. Suggest. Suggest.
DETECTIVE - - l T DETECTIVE 6.44% 10.29% 1.37%
PRESIDENT - - ! - PRESIDENT 14.67X 34.33% 2.38%
DocTor - - - T DocTor 6.33% 7.56% 1.23%
WEDDING (Joe) - - - - WEDDING (Joe) 12.00%x 11.17%x 3.00%
WEDDING (Sherry) - - l T WEDDING (Sherry) 5.67% 8.25% 1.44%

(a) Comparison of rates of writing characters pro-stereotypical (or anti- (b) How many times more pro-stereotypically gendered char-
stereotypical gender) with pro-stereotypical or anti-stereotypical suggestions acters were written than anti-stereotypically gendered char-
and no suggestions as a baseline. Changes marked with an arrow are statically acters with various suggestions. Numbers shown in gray
significant. In our scenarios, it is possible for stories to include neither the pro- are statistically significant. No number is < 1, meaning all
stereotypical nor the anti-stereotypical trait (e.g., the doctor’s gender is never stories had at least as many pro-stereotypically gendered
specified). This means that a change to the rate of pro- or anti-stereotypical characters than anti-stereotypically gendered characters, re-
stories does not necessitate a corresponding change to the other. gardless of condition.

Table 2: Summary of story-level character genders. We include the four writing scenarios where the participant has control
over the character’s gender (a) Adding pro-stereotypical suggestions never significantly changes the rates of pro-stereotypically
gendered and anti-stereotypically gendered characters. Adding anti-stereotypical suggestions significantly decreases pro-
stereotypically gendered characters or increases anti-stereotypically characters except when writing about “Joe’s” wedding.
For “Joe™’s wedding we see an insignificant decrease to the rate of pro-stereotypically gendered (i.e. fem-coded) partners when
suggested. (b) Despite these differences, we never observe a case where anti-stereotypically gendered characters are chosen

significantly more often than pro-stereotypically gendered characters.
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Figure 6: Expected rates of anti-stereotypically gendered characters in human-written stories (y-axis) with no suggestions
(left) and as the proportion of anti-stereotypical predictive text suggestions increases (x-axis, right). We can see that even with
exclusively anti-stereotypical suggestions, we predict that gender parity falls below y = 0.5 or “perfect” gender parity. In our
study, we measure the two extremes (x = 0 and x = 1) for each scenario and calculate the fraction of stories with characters of
each gender. The predicted values from other distributions of suggestions are drawn from a linear interpolation between those
points. In general, a model that suggests entirely pro-stereotypical text (x = 0) yields stories that are only slightly (if at all)
more stereotyped than with no suggestions. And a model that suggests entirely anti-stereotypical text (x = 1) increases the rate
of anti-stereotypical stories, but never so much so as to even reach parity with pro-stereotypical stories. Note that the variance
in x value on the left plot is for visual clarity only.

find no setting that would yield perfect parity in depicting fem-
coded and masc-coded characters, even when suggestions are ex-
clusively anti-stereotypical. However, even small amounts of anti-
stereotypical suggestions are enough to increase anti-stereotypical
writing above the baseline (unassisted) rate. For instance, in the

Doctor scenario, 6.4% fem-coded suggestions are estimated to be
sufficient to increase fem-coded doctors over unassisted writing.
In cases where developers are targeting a specific distribution of
stories (e.g., one that matches some real-world gender distribution),
we see that it may be possible to yield an intended distribution;
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however, this would require the use of a model that is more “anti-
stereotypical” than the developer is targeting. For example, in the
United States, 26.3% of detectives were women in 2023.11 A model
that suggests 26.3% fem-coded detectives would yield only an ex-
pected 17.7% fem-coded detectives in co-written stories. To reach
26.3% fem-coded detectives, we expect that model would need to
suggest 52.2% fem-coded detectives.

Regardless of whether a developer conceives of a “fair” model as
one satisfying parity constraints or matching some real-world de-
mographic distribution, we consistently find that the difference in
human acceptance of pro-stereotypical and anti-stereotypical model
suggestions will lead to a final gender distribution of human-AI sto-
ries where anti-stereotypical stories do not significantly outnumber
pro-stereotypical stories (and in fact, are often still significantly
outnumbered by pro-stereotypical stories). To achieve a “fair” gen-
der distribution in human-AI co-written stories, developers would
need to suggest anti-stereotypical completions more often than
they think is “fair”, and depending on their definition of a “fair”
distribution, the desired outcome may not be possible through pre-
dictive text suggestions alone. Thus, while increasing the rate of
anti-stereotypical suggestions can help encourage users to compose
more anti-stereotypical writing, interventions that focus exclusively
on debiasing model suggestions may be insufficient.

6.2 Scenario: Detectives

In this scenario, participants continue from a story prefix that de-
scribes Detective Wilson’s partner as either trustworthy or un-
trustworthy. The model then suggests fem-coded or masc-coded
language to describe Detective Wilson’s partner (See examples in
Table 5). In both Cao et al. [20] and our post-survey, participants
viewed men as less trustworthy or warm than women (though
we note that this difference is not statistically significant in Cao
et. al. See Table 16). We therefore treat stories with masc-coded
detectives to be pro-stereotypical and stories with trustworthy fem-
coded detectives (and untrustworthy masc-coded detectives) to be
more pro-stereotypical than their untrustworthy fem-coded (and
trustworthy masc-coded) counterparts.

6.2.1 Effects on Gender Alone. First, we consider the effects of
suggestion on gender, regardless of the trustworthiness of Detec-
tive Wilson’s partner. Participants specified the partner charac-
ter’s gender in about 92% of stories (in both treatment and control
conditions). We first analyze gender at the story-level, then the
relationship between gender and word-level reliance.

At the Story Level. First, we compare the proportion of stories
with partners of a given gender that were written with vs with-
out suggestions (Figure 7). Here, we see no significant differences
when comparing gender rates without suggestions to rates with
masc-coded suggestions (masc-coded partners: $(242) = 0.899,
pror & 0.5681, d = 0.126; fem-coded partners: £(242) = —1.012,
PrDR =~ 0.5254, d = —0.141). When the model suggests that the part-
ner should be fem-coded, we see significantly fewer masc-coded
partners (¢(234) = —4.0, prpr ~ 0.0007, d = —0.563) and signifi-
cantly more fem-coded partners (¢(234) = 4.191, prpr ~ 0.0003,d =
0.59). However, even with these changes, we still see significantly

Uhttps://www.bls.gov/cps/cpsaat11.htm
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Figure 7: Inferred partner gender the DETECTIVES scenario.
Left shows all stories while the middle and right show stories
where the partner detective is pre-determined in the story
prefix to be trustworthy or untrustworthy respectively. The
colors show whether the participant who wrote each story
received no suggestions (teal) or suggestions that the partner
has a masc-coded (orange) or fem-coded (purple) name.

more masc-coded partners than fem-coded in all conditions (no sug-
gestions: £(144) = —10.934, pppr < 0.0001, d = —1.81; masc-coded
suggestions: t(340) = —21.727, pppr < 0.0001, d = —2.35; fem-
coded suggestions: ¢(324) = —2.575, prpr ~ 0.0408, d = —0.285).

These results show that the stories written without suggestions
are most similar to those written with the pro-stereotypical masc-
coded detective suggestions (H1). While anti-stereotypical fem-
coded detective suggestions nudged participants away from masc-
coded detectives, it is not enough to get rid of, let alone reverse,
the trend of writing more masc-coded detectives than fem-coded.
This means that participants writing with a “debiased” model that
suggests masc-coded and fem-coded detectives equally would still
produce majority masc-coded detectives.

At the Word Level. We further assess participants’ reliance on
model suggestions at the word level (Table 3). When considering
all words suggested by the model in the fem-coded and masc-coded
conditions, we see that participants are significantly more likely
to write new words or edit model suggestions in the fem-coded
detective setting (H2; £(7091) = 4.724, pppr < 0.0001, d = 0.112),
but we see no significant trend when we constrain this to only
the story words that determine the second detective’s inferred
gender (H2a; £(302) = —0.069, prpr = 0.9634, d = —0.008). We also
see that participants are significantly less likely to accept model
suggestions that would make the second detective fem-coded (H2b;
£(834) = 6.729, prpr < 0.0001, d = 0.479).

6.2.2  Effects on Gender Disaggregated by Trustworthiness.

At the Story Level. While we have seen that participants wrote
significantly fewer masc-coded detective and significantly more
fem-coded detective stories with fem-coded suggestions, we find
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in the disaggregated results (Figure 7) that this is only true when
the partner detective is untrustworthy (untrustworthy: ¢(113) =
—4.367, prpr ~ 0.0003, d = —0.85; trustworthy: #(119) = —1.561,
pror = 0.2634, d = —0.322). This happens because without sugges-
tions, participants wrote significantly more masc-coded partners
when they were untrustworthy (¢(71) = —4.117, pppr ~ 0.0008,
d = —0.971) and significantly more fem-coded partners when they
were trustworthy (¢(71) = 3.051, prpr = 0.0161, d = 0.72). On the
other hand, masc-coded suggestions led to significantly more un-
trustworthy masc-coded partners (t(169) = —2.881, prpr ~ 0.0206,
d = —0.445) and marginally more trustworthy fem-coded partners
(t(169) = 2.307, prpr =~ 0.0735, d = 0.356), leading to no significant
differences between stories written without suggestions or with
masc-coded suggestions for any gender or trustworthiness.

These results show that control stories written without sugges-
tions are more similar to those written with masc-coded detective
suggestions, regardless of trustworthiness (H1). Further, we see
that participants wrote or accepted untrustworthy masc-coded
characters more than trustworthy masc-coded characters. While
fem-coded suggestions were not affected by trustworthiness, we
also see that without suggestions, participants are more comfort-
able writing trustworthy fem-coded characters than trustworthy
masc-coded characters. This is consistent with human-held stereo-
types as measured in our post-survey and in Cao et al. [20]—namely
that people tend to view women as more trustworthy than untrust-
worthy and men more untrustworthy than trustworthy.

At the Word Level. When we disaggregate by trustworthiness
(Table 4), we surprisingly see significantly more newly written or
edited words when suggesting a trustworthy fem-coded partner
than untrustworthy (#(3443) = —3.168, prpr ~ 0.0085, d = —0.108),
and we only see a significant difference between genders in the
trustworthy case (£(3907) = 5.235, pppr < 0.0001, d = 0.168),
with more new typing in the trustworthy fem-coded partner case.
When we constrain to words that determine gender, the only re-
maining significant trend is the increased participant contribu-
tion in the trustworthy fem-coded partner case (£(161) = —3.298,
PrDR & 0.0069, d = —0.52). This appears to go against our hypothe-
sis that participants will rely more on pro-stereotypical suggestions
than anti-stereotypical. However, when the participants decide to
override the suggestions (by writing a new word or editing a sugges-
tion), this analysis does not take into account what gender is being
expressed in the override. While we observed double the overrides
in the trustworthy fem-coded partner case as untrustworthy, we
also observe that more of the overrides in the trustworthy case
ultimately still produce a fem-coded partner (27.4%) than in the
untrustworthy case (12.9%).

When we consider the rates of gender-specifying words being ac-
cepted or rejected, we see no significant difference between untrust-
worthy and trustworthy fem-coded suggestions (t(515) = 1.364,
pror ~ 0.3400, d = 0.12). Instead, we see significantly more ac-
ceptance of masc-coded suggestions than fem-coded regardless of
trustworthiness (trustworthy: ¢(507) = —4.224, prppr =~ 0.0003,
d = —0.375; untrustworthy: #(325) = —7.066, prppr < 0.0001,
d = —0.913) and significantly more acceptance of untrustwor-
thy masc-coded suggestions than trustworthy (¢(317) = 4.384,
prpr ~ 0.0002, d = 0.569 ).
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Figure 8: Inferred gender pairings in the WEDDING scenario.
Left and right show cases where the partner in the story
prefix is masc-coded (“Joe”) or fem-coded (“Sherry”). The x-
axis shows whether participants were given no suggestions,
suggestions of a straight relationship or a queer one. The
colors show whether the second partner is written to be masc-
coded (orange) or fem-coded (purple) in the final story.

Overall, we see that the rejection rate results concur with our
and Cao et al. [20]’s findings about people’s gender-trustworthiness
stereotypes and support H2b. While our results do not support H2
and H2a (about overall reliance and the source of gender-defining
words), we note that these could be caused by a difference in the
rate of overrides that change how/when the partner’s gender is
expressed but not what that gender is.

6.3 Scenario: Wedding

In this scenario, we consider a wedding between two partners. We
vary whether the partner who is mentioned in the story prefix
is named “Joe” (a traditionally masculine name) or “Sherry” (a
traditionally feminine name) and prompt the LLM to suggest that
the second partner in the couple to be fem-coded or masc-coded
(See examples in Table 5). Participants specified the second partner
character’s gender in about 89% of stories (in both treatment and
control conditions). We treat the pro-stereotypical conditions to be
those where the genders of the partners are suggested to be different
and the anti-stereotypical to be those where they are suggested to
be the same.

At the Story Level. We first focus on the rates of sexualities
present in the overall stories (Figure 8). We start by considering
what kinds of suggestions yield similar or different stories to those
written without suggestions. When the first partner is “Sherry”
and the model suggests a queer relationship (i.e., that Sherry’s
partner is fem-coded), we see significantly fewer stories where
the other partner is masc-coded (¢£(132) = 2.973, prpr ~ 0.0172,
d = 0.547) and significantly more stories where the other part-
ner is fem-coded (¢(132) = —2.695, prpr = 0.0328, d = —0.496).
There are no significant changes to the distribution of Sherry’s
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partners’ gender when straight suggestions are provided (fem-
coded partner: t(124) = 0.657, prppr =~ 0.7019, d = 0.123; masc-
coded partner ¢(124) = —0.422, pppr ~ 0.8234, d = —0.079). The
direction of these trends are mirrored for “Joe” stories but with
insignificant changes. That is, “Joe” is written with masc-coded
partners more often (#(115) = —1.688, prpr ~ 0.2218,d = —0.361)
and fem-coded partners less often when given queer suggestions
(t(115) = 2.143, pppr = 0.1071, d = 0.459), and there are no appar-
ent changes when given straight suggestions to the rate of fem-
coded (¢(104) = —0.556, prpr =~ 0.7514, d = —0.121) or masc-coded
partners (£(104) = —0.154, pppr ~ 0.9479, d = —0.034). These
findings suggest that indeed participants’ default behavior with-
out suggestions is more similar to the “straight” conditions than
the “queer” ones, though participants seem to be more resistant to
accepting “queer” suggestions for “Joe” than “Sherry”.

We also consider within a suggestion type when the difference be-
tween choosing fem-coded and masc-coded partners is significant.
When the first partner is named “Joe”, we see significantly more
fem-coded partners than masc-coded, regardless of the presence or
type of suggestions (No suggestions: ¢(56) = —8.825, pppr < 0.0001,
d = —2.318; queer suggestions: £(174) = —6.035, pppr < 0.0001,
d = —0.91; straight suggestions: t(152) = —16.063, pppr < 0.0001,
d = —2.589). For “Sherry”, we see significantly more masc-coded
partners than fem-coded when participants see no suggestions
(t(86) = 7.704, pppr < 0.0001, d = 1.643) or straight suggestions
(t(162) = 12.859, pppr < 0.0001, d = 2.008). We see a trend in
the same direction with queer suggestions, but here it is not sig-
nificant (¢+(178) = 2.12, prpr = 0.1097, d = 0.316). These findings
again imply that without suggestions, participants default to hetero-
normative stories and continue to write them when prompted (H1).
When queer stories are suggested, depending on the gender of the
partner that is fixed in the story prefix, participants may start to
accept more queer stories, but continue to prefer to write hetero-
normative stories overall.

Based on these results, even when writing with a “perfectly
debiased” predictive text system that, for instance, has no preference
for gender pairings, we would expect to continue to see far more
straight stories than queer ones.

At the Word Level. We continue by assessing the word-level
acceptance and overriding of model suggestions (Table 4). When
we constrain only to the words that affect the second partner’s
gender and the pair’s inferred sexuality (H2a), we see that par-
ticipants type their own gender-defining words more when the
first partner is masc-coded regardless of whether the combina-
tion of genders match or do not (fem-coded queer vs masc-coded
queer: £(206) = —2.566, pppr ~ 0.0424, d = —0.358; fem-coded
straight vs masc-coded straight: (195) = —3.554, pppr = 0.0031,
d = —0.507). When we widen to all words written in the stories
(H2), we continue to see a higher proportion of words coming from
model suggestions in the conditions where the first partner is fem-
coded (fem-coded queer vs masc-coded queer: £(4230) = —4.019,
pror & 0.0005, d = —0.124; fem-coded straight vs masc-coded
straight: (3699) = —4.373, prpr ~ 0.0001, d = —0.144), but now we
also see we see marginally more acceptance of model suggestions
in the condition where the fem-coded partner is suggested to be
marrying a masc-coded character (#(4010) = 2.381, pppr ~ 0.0610,

CHI *26, April 13-17, 2026, Barcelona, Spain

d = 0.075). Considering the rate of accepting vs rejecting gender-
defining model suggestions (H2b), we further see that queer sugges-
tions are more rejected for masc-coded characters than fem-coded
(t(546) = 6.786, prpr < 0.0001, d = 0.597) and that for masc-coded
characters, queer suggestions are rejected significantly more than
straight suggestions (¢(607) = —2.901, pppr ~ 0.0187, d = —0.237).

These findings generally suggest that participants are more ac-
cepting of suggestions about fem-coded character’s weddings and
are particularly unlikely to accept masc-coded queer suggestions.
These results echo our finding from the story level that queer sug-
gestions are somewhat successful at yielding stories with queer
pairings, especially for lesbian pairings.

6.4 Scenario: President

In this scenario, the story prefix describes a new president laying
out their policy vision (“In the first 100 days, the new president
was determined to focus”). The model is prompted (unseen by the
participant) to suggest that the president is of a particular gender
(man or woman) and communion (“benevolent” or “threatening”).
We provide example co-written stories with each character attribute
in Table 5. The in-context examples given to the model focused on
the benevolence axis as it applies to foreign policy, but the final
written stories discuss a wider array of policy areas. In both Cao
et al. [20] and our post-survey, participants viewed men as less
benevolent or warm than women (See Table 16).

6.4.1 Effects on Gender Alone. First, we consider how suggestions
affect how participants specify a president character’s gender. Par-
ticipants specified the president character’s gender in about 57% of
stories (and 55% of co-written stories).

At the Story Level. We first look into how suggestions affect the
president character’s gender in the overall stories (Figure 9a). We
find that there is no significant difference in the rate of making
the president masc-coded without suggestions vs with masc-coded
suggestions (¢(248) = —0.137, prpr ~ 0.9488, d = —0.019) and
similarly for making the president fem-coded with masc-coded
suggestions (¢(248) = —1.106, prpr =~ 0.4750, d = —0.153). However,
when the model suggests a fem-coded president, participants write
significantly fewer masc-coded presidents (¢(234) = —3.576, prpr =
0.0029, d = —0.502) and marginally more fem-coded presidents
(t(234) = 2.429, prpr =~ 0.0565, d = 0.341) than those who did
not receive suggestions. Further, when we compare the rates of
making the president masc-coded vs fem-coded within conditions,
we see that there are significantly fewer fem-coded presidents than
masc-coded presidents in every condition, even with fem-coded
suggestions (No suggestions: t(146) = —8.947, prpr < 0.0001, d =
—1.471; masc-coded suggestions: #(350) = —14.755, pppr < 0.0001,
d = —1.573; fem-coded suggestions: £(322) = —4.343, prpr ~ 0.0002,
d = —0.483).

These results support H1, namely that the distribution of the
gender of the president characters when people write by default
without suggestions is more similar to the distribution when people
write with masc-coded suggestions than fem-coded suggestions.
Based on these findings, we would expect stories written with a
“debiased” predictive text model (that suggests fem-coded presidents
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Figure 9: Inferred characteristics in the PRESIDENT scenario.

less often than in our experiment) to still yield significantly more
stories with masc-coded presidents than fem-coded presidents.

At the Word Level. Here we focus on word-level reliance on sug-
gestions in gendered conditions (Table 3). We find participants’ over-
all reliance on model suggestions is not affected by the which gender
is suggested (H2; t(6734) = —0.979, prpr ~ 0.5407, d = —0.024).
However, when we only consider the story words that specify the
president character’s gender, we see a lower rate of overrides or
edits in the masc-coded president settings (H2a; $(203) = 5.269,
prpRr < 0.0001, d = 0.742). Similarly, when we consider only model
suggestions that would specify the president character’s gender,
we see a significantly higher rejection rate for words that describe
the president as fem-coded (H2b; #(836) = 6.362, pppr < 0.0001,
d = 0.442). These results support H2a-b as participants are more
likely to accept model suggestions of masc-coded presidents than
fem-coded presidents.

6.4.2  Effects on Gender and Benevolence Jointly. Beyond gender on
its own, we also consider the benevolence of the presidents (Fig-
ure 9b). For each configuration of suggestions and each potential
set of attributes that could be given to the president character, we
consider whether adding that suggestion type changes the pro-
portion of presidents that have that set of attributes. We observe
that overall, the model was not successful in convincing partici-
pants to make threatening president characters, with the rate of
threatening president characters (regardless of gender) being quite
low regardless of the presence or type of suggestions with 22/412
stories containing a threatening president (8/162 for stories written
with threatening suggestions of either gender).

We do see that when provided with benevolent or threatening
fem-coded suggestions, participants wrote significantly more benev-
olent fem-coded presidents (benevolent fem-coded suggestions:

t(154) = 3.068, prpr ~ 0.0134, d = 0.492; threatening fem-coded
suggestions: t(152) = 2.526, pppr ~ 0.0465, d = 0.407). These re-
sults weakly support H1. Joint gender and benevolence suggestions
generally did not change the distribution of the president characters’
attributes when comparing to stories written without suggestions.
While fem-coded suggestions successfully increased the frequency
of fem-coded president characters, participants did not accept these
fem-coded characters being anti-stereotypically threatening, lead-
ing to an increase in benevolent fem-coded presidents when writing
with either benevolent or threatening fem-coded suggestions when
comparing to stories written with no suggestions.

6.5 Additional Effects: Time to Decide and
Individual Differences

Beyond our primary hypotheses, here we consider the effects of
suggestion type on the time to make individual decisions (expanded
on in subsection B.1), effects of participant’s views and stereotypes
on story attributes (expanded on with other individual differences
in subsection B.3), and the effect of English proficiency on partici-
pants’ reliance on model suggestions. In the appendix, we further
consider the effects of suggestions on overall story length and time
to write (subsection B.2), the distribution and correlation of partici-
pant stereotypes (subsection B.4), and the effect of suggestions on
toxicity, sentiment, and characters’ agency in the co-written stories
(subsection B.5).

6.5.1 Effects of Suggestion Type on Time to Make Decisions. In
previous sections, we focused on the decisions made by participants
to accept/reject/write-in words that specify various attributes. Here,
we consider how long it takes participants to decide whether to
accept model suggestions. We hypothesized (H3) that participants
would take longer to decide whether to accept model suggestions
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when these suggestions are anti-stereotypical, as they are more
likely to go against the participants’ instincts about what attributes
should be assigned and thus take longer to process and resolve.

In the DETECTIVES scenario, we find that participants take signifi-
cantly less time to decide whether accept suggestions of the partner
being masc-coded when the partner is untrustworthy as opposed to
trustworthy (¢(306) = —3.544, pppr = 0.0030, d = —0.464). Further,
when the partner is untrustworthy, it takes significantly less time
for participants to make decisions about masc-coded suggestions
than fem-coded ones (t(310) = —3.48, prpr ~ 0.0036, d = —0.455).
This could mean that masc-coded untrustworthy detective partners
are the least unexpected group. This finding is in line with our
findings about the rate of masc-coded untrustworthy detectives in
stories written without suggestions and is also in line with Cao
et al. [20]’s findings about gender-trustworthiness stereotypes.

We include more details of this analysis and include further sce-
narios in subsection B.1. There are no significant differences in
the time to make decisions on the basis of suggestion type in the
DocTOR, PRESIDENT, and TowN HALL scenarios. For the scenarios

where there are significant differences (as in the case of the DETEC-
TIVES scenario), these differences tend to show participants taking
longer to make decisions about anti-stereotypical suggestions than
pro-stereotypical, illustrating potential implicit associations [39].

6.5.2 Effect of Participants’ Views on Gender. Here we consider
how participants’ views on gender affect the stories they write
with and without suggestions (H4). Specifically, we focus on par-
ticipants’ perceptions of the “competence” of people of different
genders and how these perceptions influence their gendering of
doctor, president, and detective characters. We hypothesize that
participants who believe that women are more competent than men
will write more stories about fem-coded doctors, presidents, and
detectives without suggestions and be more likely to accept model
suggestions of these characters being fem-coded.

We focus this analysis on the beliefs about straight men and
women as participants likely defaulted to these characters being
straight. We exclude the 42% of participants who rated straight men
and women’s competence within 10 points of each other (on a 0-100
scale) and then split participants into those who marked straight
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Proficiency levels t PFDR sig

1 (Elementary) vs

2 (Limited working) 1(17403) = —8.97 0.0000 =
3 (Professional working) t(17673) = —8.228  0.0000 =
4 (Full professional) £(18053) = —10.37  0.0000 =
5 (Primary fluency/bilingual) ~ #(25097) = —8.451  0.0000 =
2 (Limited working) vs
3 (Professional working) 1(17494) = 0.805 0.6134
4 (Full professional) t(17874) = —1.223  0.4102
5 (Primary fluency/bilingual)  #(24918) = 1.81 0.1851
3 (Professional working) vs
4 (Full professional) $(18144) = —2.052  0.1190
5 (Primary fluency/bilingual)  #(25188) = 0.905 0.5671
4 (Full professional) vs
5 (Primary fluency/bilingual)  #(25568) = 3.258 0.0066

(b)

Figure 11: Al reliance broken down by self-reported English proficiency. (a) We break down the set of words in stories written
by participants based on their source (e.g., the participant chose a model suggestion by pressing a suggestion button). (b) We
compare the proportion of model suggested words to human written or edited words in pairs of proficiency levels.

women as more competent (53% of the included participants) vs
less competent (47% of the included participants) than straight men.
We plot the breakdown of character gender for these two groups in
each scenario in Figure 10.

For all scenarios, when we compare the gendered competence
groups, we see no significant difference in the proportion of masc-
coded or fem-coded characters written without suggestions or with
masc-coded suggestions. We do, however, observe a higher rate
of fem-coded characters when suggested in the DocTor and DE-
TECTIVES scenarios. This trend is significant for the DETECTIVES
scenario (¢(97) = 2.742, prpr = 0.0304, d = 0.555) and marginally
significant for the DocToRr scenario (¢(103) = 2.279, prpr ~ 0.0802,
d = 0.445). This provides some evidence that participants are more
willing to accept anti-stereotypical suggestions when they (or their
close friends) hold anti-stereotypical beliefs.

As we discuss in more detail in subsection B.3 in the appendix,
we do not find evidence that participants’ gender identity directly
affects acceptance of gendered suggestions. However, we do find
that men are more likely than women to endorse the belief that
men are more competent than women (¢(412) = 2.082, p =~ 0.0379,
d = 0.209).!? These results highlight that binary gender identities
do not capture a uniform set of experiences or beliefs. In contrast,
measures of gender-related attitudes, though not uniformly predic-
tive across writing scenarios, offer comparatively more insight into
participants’ interactions with gendered predictive text suggestions.

6.5.3 English Proficiency and Reliance on Suggestions. Prior work
by Buschek et al. [15] has found that native and non-native Eng-
lish speakers interact with English phrase suggestions differently,
noting that as the number of suggestions shown at once increased,
non-native reliance grew faster than native reliance. In our study,
we ask participants to self-report their level of English proficiency

12This test was exploratory, not part of the main analysis, and was not pre-registered.
As such, it was excluded from the Benjamini-Hochberg correction applied to the
primary analyses.

and consider how this affects reliance on predictive text (Figure 11).
We find that the “Elementary proficiency” group overrode model
suggestions significantly less than any other group, supporting H5.
Unexpectedly, we also found that the highest proficiency group
overrode suggestions marginally significantly less than the second
highest proficiency group. Overall, we emphasize a potential greater
risk for biased English predictive text suggestions to influence the
writing of less proficient English speakers, as they may be more
dependent on such suggestions.

7 Discussion, Limitations, and Implications

In this work, we examined the effect of biased predictive text sugges-
tions on human-AlI co-written text. Predictive text is widely used in
mobile interfaces like the one examined in this study. These systems
are not neutral. The underlying models may produce gender-biased
suggestions that reflect or reinforce social stereotypes. When peo-
ple accept biased suggestions, the resulting co-written texts may
perpetuate these stereotypical associations, potentially shaping the
beliefs of those who read them and those who wrote them. This is
especially concerning for children who are still forming their beliefs
about the world [73] and for non-native speakers who generally
accept more model suggestions [15]. These biases may also create
feedback loops: if human-AI co-written texts containing gender
stereotypes are later used to train future models, even an initially
“unbiased” system could become increasingly biased over time, a
challenge that would not be solved with watermarking because the
resulting text is human-written.

Our findings show that people are not equally influenced by
pro-stereotypical and anti-stereotypical suggestions. While anti-
stereotypical suggestions can, in some contexts, increase the pro-
portion of anti-stereotypical writing, this is often not consistent
enough to offset pro-stereotypical human biases. This pattern con-
trasts with prior research showing that model suggestions can steer
writing in multiple directions (e.g., positive vs negative sentiment,
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arguing social media is good vs bad for society, etc). The contrast
between our findings and findings from prior work may be due to
the stickiness of stereotypes that people hold, which are often less
malleable than overt beliefs about the world [22, 43, 53, 57, 71]. It
may also be that single-word suggestions, as used in our study, have
less influence on co-writing outcomes than sentence- or paragraph-
level suggestions [26].

Still, our work demonstrates that mitigating extrinsic bias in
the model (or even producing only anti-stereotypical suggestions)
may not lead to the sociotechnical mitigation of bias in the human-
AT outcome. Even when developers create models that generate
outputs aligned with certain fairness principles, human preferences
and biases can reintroduce inequity through selective uptake of
those suggestions. As a result, we should not expect co-writing
with a “perfectly debiased” predictive text system to yield perfectly
unbiased stories. For instance, interpolating between suggestion
configurations, we estimate that even a model offering masc-coded
and fem-coded suggestions at equal rates would yield only about
25.5% fem-coded detectives. These differences in uptake echo prior
research showing that users sometimes prefer gender-biased career
recommendations that align with their own expectations, even
when “debiased” alternatives are available [51, 82, 83].

Our findings highlight that technical interventions to reduce
model bias may not be sufficient to achieve equitable outcomes
when humans and AI work together. The biases in the final co-
written texts in our study come not solely from the model but from
participants’ decisions to accept or override Al suggestions. For
design, this suggests that fairness should be treated as a property of
the human-AI system as a whole, not merely of the Al One possible
avenue for future HCI research is to explore designs that foster
more engagement with anti-stereotypical suggestions, encouraging
users to reflect on and occasionally challenge their own assump-
tions. Such systems could draw from existing work on implicit
bias mitigation, which has developed techniques to help people
recognize and reduce biased beliefs (though these mitigation meth-
ods may not have a long-term impact [22, 53, 71]). By connecting
technical fairness work with behavioral design strategies, future
research could help bridge the gap between algorithmic debiasing
and sociotechnical fairness in practice.

Our study has several limitations. Participants were asked to
co-author a story that was not entirely their own. As a result, they
may have lacked a clear narrative plan, potentially amplifying the
influence of model suggestions. Some of the content in the provided
story prefixes and controlled model suggestions were more indica-
tive of US-centric cultural norms and biases (e.g., in the choice of
character names), which made the tasks less realistic for partici-
pants not based in the United States. Moreover, while our study
focused on a creative writing scenario, predictive text systems are
often used in everyday communication, where the effects of bias
may manifest differently. For writing that is more grounded in a
real-world experience or interaction, a predictive text system may
affect how an author describes a past appointment with a doctor
(e.g., the doctor’s disposition or agency) but is unlikely to influence
how one describes the doctor’s gender itself. The study further
considered only single-word predictive text. While this interac-
tion mode is common in mobile applications, the findings may not
generalize to co-writing applications using longer suggestions. In
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addition, the study focused exclusively on writing in English and
on gender and sexuality stereotypes that have been documented
among people in the United States [20]. Although our sample in-
cluded some participants who were not native English speakers
or based in the United States, their post-survey responses were
broadly consistent with the belief patterns reported in prior U.S.-
based work. Nonetheless, our results may not generalize to other
cultural or linguistic contexts, or to stereotypes concerning other
personal characteristics or sensitive attributes.

Overall, our work shows that anti-stereotypical predictive text
suggestions have some potential to lessen gender and sexuality
biases in human-AI co-writing, but these suggestions alone are
not enough to encourage users to break out of stereotypical pat-
terns. Pro-stereotypical narratives continue to dominate even under
maximally anti-stereotypical system settings. We therefore caution
against over-relying on purely technical debiasing as a fairness so-
lution. Instead, we advocate for future HCI and Al design research
that considers interventions at the interaction level, supporting
users in reflecting on, engaging with, and potentially revising their
own beliefs or biases during the act of co-writing. By attending
to both model design and human behavior, we may better under-
stand and shape the sociotechnical dynamics that produce bias in
human-AI collaboration.
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A Results on Remaining Scenarios

A.1 Scenario: Doctor

In this scenario, the story prefix describes the speaker visiting
the doctor. The model suggests that the doctor is of a particular
gender and is either “confident” or “unconfident” (See examples in
Table 5). According to Cao et al. [20], American annotators view
men as comparatively more confident than women, though our
participants may not have held this same stereotype (See Table 16).

A.1.1  Effects on Gender Alone. Here, we analyze how suggestions
affect the doctor’s gender (Table 3).

At the Story Level. First, we consider how suggestions affect how
participants specify a doctor character’s gender alone (Table 3).
At the level of stories, we hypothesized that participants would
default to making the doctor masc-coded, leading the no suggestions
condition to be similar to the masc-coded suggestions condition.
However, we do see marginally more masc-coded doctors when
participants are given masc-coded suggestions than no suggestions
(¢(230) = 2.467, prpr =~ 0.0521, d = 0.349). We believe this may be
due to an overall lower rate of specifying the doctor’s gender in the
no suggestions condition. When the participants choose to mark the
doctors gender in the no suggestions condition, they significantly
more often mark the doctor as masc-coded than fem-coded with or
without masc-coded suggestions (No suggestions: #(144) = —3.862,
pror = 0.0012, d = —0.639; masc-coded suggestions: ¢(316) =
—8.542, prpr < 0.0001, d = —0.958).

When it comes to fem-coded suggestions, we see significantly
more fem-coded doctors with fem-coded suggestions than without
any suggestions (¢(246) = 3.219, pppr ~ 0.0081, d = 0.449). How-
ever, when shown fem-coded doctor suggestions, the difference
between the rate of making the doctor character masc-coded vs fem-
coded is not significantly different (¢(348) = —1.026, prpr = 0.5207,
d =-0.11).

These results provide some evidence of H1 (namely that gender
rates without suggestions are more similar to the rates with masc-
coded doctor suggestions than fem-coded doctor suggestions). They
imply that if a “debiased” predictive text system presented users
with masc-coded and fem-coded doctor suggestions at equal rates,
we’d still expect to see more masc-coded doctors in stories than
fem-coded as the fem-coded doctor suggestions are rejected and
overwritten more than the masc-coded suggestions.
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At the Word Level. Considering overall reliance, we find that par-
ticipants type new words or edit a model-suggested word marginally
significantly more in conditions where the model is prompted to
make the doctor fem-coded (H2: $(7692) = 2.258, prpr ~ 0.0784,
d = 0.052). When we only consider the story words that specify the
doctor character’s gender (See example words in Table 19), we now
see a significantly higher rate of overrides or edits in the fem-coded
doctor conditions (H2a: t(159) = 2.734, prpr ~ 0.0294, d = 0.432).
Similarly, when we consider only model suggestions that would
specify the doctor character’s gender, we see a significantly higher
rejection rate for words that would make the doctor fem-coded
(Hz2b: £(1014) = 2.926, prpr ~ 0.0172, d = 0.184).

A.1.2  Effects on Gender and Confidence. Beyond just considering
the doctor’s gender, the model is also prompted to suggest the
doctor’s level of confidence. For each suggestions condition and
each potential set of attributes that could be given to the doctor
character, we consider whether adding that suggestion type changes
the proportion of doctors that have that set of attributes (Figure 12).

We see that when the model provides unconfident masc-coded
doctor suggestions, participants wrote significantly more masc-
coded doctors of unspecified confidence (¢(155) = 2.552, pppr =~
0.0446, d = 0.408) and significantly fewer confident doctors of
unspecified gender (¢£(155) = —3.038, prpr = 0.0145, d = —0.486).
No other set of attributes changed significantly in under these
suggestions. One possible interpretation of these results is that
participants take on the suggestion of the doctor being masc-coded,
but largely refuse to make a masc-coded doctor unconfident and
instead leave confidence unspecified.

We also see that when the model provides confident fem-coded
doctor suggestions, participants wrote significantly more confi-
dent fem-coded doctors (¢(156) = 2.91, pppr & 0.0195, d = 0.464)
and significantly fewer confident doctors with gender unspec-
ified, marginally more fem-coded doctors of unspecified confi-
dence (¢(156) = 2.194, prpr ~ 0.0955, d = 0.35), and significantly
fewer confident doctors with unspecified gender (¢(156) = —2.857,
prpr ~ 0.0210, d = —0.456). For confident masc-coded doctor sug-
gestions, we see no significant changes, but note similar trends away
from confident doctors of unspecified gender (¢(146) = —1.785,
pror & 0.1952, d = —0.293) and toward confident masc-coded
doctors (t(146) = 1.975, prpr ~ 0.1402, d = 0.325). These results
show that gendered confident suggestions are generally effective
at shifting stories away from non-gendered confident doctors.

Overall, we note how regardless of suggestion type, we always
continue to see a sizable group of stories about confident or un-
specified masc-coded doctors, even when the opposite is suggested.
On the other hand we see no fem-coded doctors when suggesting
a confident masc-coded doctor and only see fem-coded doctors in
a masc-coded doctor condition when the doctor is suggested to be
unconfident. This again aligns with Cao et al. [20]’s findings about
gender-confidence stereotypes.

A.2 Scenario: Student

In this scenario, the story prefix includes a team member with a tra-
ditionally feminine (“Abby”) or masculine (“John”) name. The model
then suggests that this character is “competitive” or “unassertive”
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(See examples in Table 5). According to Cao et al. [20], American an-
notators view men as comparatively more competitive and women
as comparatively more unassertive though our participants may
not have held this same stereotype (See Table 16).

A.2.1  Effects on Competitiveness Disaggregated by Gender. Here,
we consider how suggestions affect the competitiveness stance of

“Abby” and “John” (Table 4).

At the Story Level. When we consider competitiveness rates
in overall stories, we see that suggestions often increase the re-
spective rates. We see significantly more unassertive masc-coded
(t(117) = —3.024, prpr ~ 0.0157, d = —0.608), unassertive fem-
coded (t(116) = —2.874, prpr ~ 0.0210, d = —0.562), and com-
petitive fem-coded students (#(125) = —3.464, prppr ~ 0.0044,
d = —0.666) when suggested when comparing to no suggestions
conditions. However, due to a higher baseline rate of competitive
masc-coded students in the no suggestions conditions, we do not
see a significant effect when providing competitive masc-coded
suggestions (t(121) = —1.297, prpr ~ 0.3747, d = —0.259). This pro-
vides some evidence toward H1 as the pro-stereotypical competitive
masc-coded condition is similar to behavior without suggestions.

We also see that generally providing suggestions increases com-
petitiveness vs unassertiveness rates within a gender. For exam-
ple, providing competitive masc-coded suggestions significantly in-
creases the rate of competitive masc-coded students over unassertive
masc-coded students (¢#(174) = —3.898, prpr =~ 0.0010, d = —0.588).
We see similar significant trends for unassertive masc-coded stu-
dents (¢£(166) = 2.872, pppr ~ 0.0207, d = 0.443) and competitive
fem-coded students (£(174) = —8.131, prpr < 0.0001, d = —1.226).
However, we see no significant difference with unassertive fem-
coded suggestions (¢(156) = 0.883, prpr ~ 0.5725, d = 0.141). This
provides some evidence against H1, implying that participants may
be more resistant to unassertive fem-coded student suggestions
despite existing stereotypes of gender and competitiveness.

At the Word Level. When we consider the overall rate of reliance
on model suggestions, we see that participants typed new words
or edited model suggestions significantly more in the unassertive
fem-coded student condition than the unassertive masc-coded stu-
dent condition (¢(3615) = 4.453, pppr ~ 0.0001, d = 0.148) and
similarity for the competitive masc-coded student condition over
the unassertive masc-coded student condition (¢(4135) = —6.49,
pror < 0.0001, d = —0.202). These results do not support H2, but
we see that none of these trends are significantly present when we
constrain to words that determine the character’s competitiveness
(H2a). When we consider model suggestions that affect competitive-
ness, we see marginally more acceptance of competitive fem-coded
suggestions than unassertive (H2b; #(426) = —2.159, prpr ~ 0.0999,
d =—-0.21).

Overall, the results in this scenario were mixed. We find a rel-
atively low overall rate of clearly specifying the given student as
competitive or unassertive which may have skewed the results. This
may be due to poor scenario design where participants decided
to focus on topics other than leadership or competitiveness, or it
could be that in the classroom settings, participants held weaker
internal stereotypes about gender and competitiveness than Cao
et al. [20]’s held about more general settings. Indeed (as we show
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Suggests Compared ~ Measured Attr ¢ PFDR sig
None t(161) =0.103 0.9609
unconfident t(161) = 1.577 0.2601

confident t(161) = -1.7 0.2191
M unconfident  £(161) =0.217 0.9088
M confident t(161) = —0.498  0.7882
M t(161) = —0.153  0.9479
F unconfident  #(161) = 1.831 0.1826

F unconfident

F confident t(161) = 0.572 0.7447
F £(161) =1.411  0.3247
None £(156) = —0.374  0.8283
confident t(156) = —2.857  0.0210 =
M confident t(156) = —0.139  0.9488

I¥ @oiititast M £(156) = 0.658  0.7019
F confident t(156) = 2.91 0.0195  *
F £(156) =2.194  0.0955
None t(155) = —0.956  0.5495
unconfident t(155) = 1.326 0.3589
confident t(155) = —3.038  0.0145 =
M unconfident  #(155) = 0.97 0.5483

M unconfident M confident t(155) = —0.11 0.9601
M £(155) =2.552  0.0446 *

F unconfident  #(155) =0.932 0.5574

F confident t(155) = 0.294 0.8721
F t(155) = 1.495 0.2874
None t(146) = 0.043 0.9735
unconfident t(146) = 0.986 0.5407
M confident confident t(146) = —1.785  0.1952
M confident t(146) = 1.975 0.1402
M £(146) = 0.941  0.5542

(b) Comparison between rates of attributes being present in stories written
with a given kind of suggestions vs with no suggestions. Attribute-suggestion
pairs with no entries are not included (e.g., There were no fem-coded doctors
written with confident masc-coded suggestions.)

Figure 12: Joint inferred doctor gender and confidence.

in Table 16) our post-survey results indicate that our participant
pool may include more people who do not hold this stereotypical
association between masculinity and competence (or, by extension,
competitiveness).

A.3 Scenario: Teachers

In this scenario, participants write about a teacher with a given gen-
der where the model attempts to suggest the teacher’s personality
as “likable” or “repellent” (See examples in Table 5). According to
Cao et al. [20], American annotators view men as comparatively less
likable than women, and our participants indicated a significantly
stronger association with straight women and warmth (which is
associated with likability) than straight men (See Table 16).

A.3.1 Effects on Likability Disaggregated by Gender. Here, we dis-
cuss how suggestions affect the likability stance of “Mrs. Brown”
and “Mr. Brown” (Table 4).

At the Story Level. Considering overall stories, we see that regard-
less of the teacher’s presumed gender, participants made the teacher
likable significantly more often than repellent when not given
suggestions (fem-coded teacher: ¢(68) = —4.747, prppr = 0.0001,
d = —1.135; masc-coded teacher: ¢(74) = —3.195, prpr ~ 0.0110,
d = —0.733). These trends continue to be significant regardless of
suggestion type, including repellent suggestions (likable fem-coded:
£(162) = —12.726, prpr < 0.0001, d = —1.987; repellent fem-coded:
t(150) = —3.886, pppr ~ 0.0011, d = —0.63; likable masc-coded:

Q

Q

1(184) = —8.86, prpr < 0.0001, d = —1.299; repellent masc-coded:
t(166) = —3.774, prpr ~ 0.0016, d = —0.582). In other words, par-
ticipants preferred to make the teacher likable, regardless of the
presence or type of suggestions and regardless of the teacher’s
gender as cued in the story prefix.

We also find that “Mr. Brown” is written as likable marginally

more often with likable suggestions than without suggestions (¢(129) =

—2.489, prpr ~ 0.0516, d = —0.479). However, perhaps due to a
higher base rate of “Mrs. Brown” being written as likable, we see
no such increase in likability with added likable suggestions for
“Mrs. Brown” (£(115) = —1.403, pppr ~ 0.3291,d = —0.283). In other
words participants may have a stronger default preference for “Mrs.
Brown” being likable, leading to a more limited effect of likable
suggestions. This is in line with Cao et al. [20]’s and our findings
about gender-likability stereotypes in humans. And these findings
provide some support for H1 in that the proportion of likable “Mrs.
Brown”s (pro-stereotypical) with no suggestions is more similar to
the proportion of likable “Mrs. Brown”s with likable suggestions
than the the proportion of likable “Mr. Brown”s (anti-stereotypical)
with no suggestions is to the proportion of likable “Mr. Brown”s
with likable suggestions.

At the Word Level. When we consider the rate of acceptances of
model suggestions, we see significantly less acceptance of model
suggestions in the condition where “Mrs. Brown” is suggested to
be repellent over likable ((3591) = 2.618, prppr =~ 0.0351,d =
0.088), while we see a significant effect in the opposite direction
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for “Mr. Brown” (£(3892) = —3.162, prpr ~ 0.0086, d = —0.102). We
also see significantly less acceptance in the “Mr. Brown” is likable
condition than for “Mrs. Brown” (¢(4013) = —5.922, prpr < 0.0001,
d = —0.187). These results support H2, as we can see that more
pro-stereotypical conditions (e.g., suggesting a fem-coded character
is likable) lead to more acceptance of suggestions.

However, the effects are quite different when we only consider
words that determine likability. Here we see a trend of partici-
pants accepting more “likable” suggestions over “repellent” for
either gender, though the effect is only significant for “Mr. Brown”
(masc-coded: t(179) = 2.673, prpr ~ 0.0331, d = 0.398; fem-coded:
t(157) = 2.068, prpr ~ 0.1190, d = 0.328). Under H2a, we would
have expected to see less acceptance of “likable” suggestions for the
masc-coded “Mr. Brown”. When we consider the acceptance rate of
model suggestions, we see higher rates of acceptance of “likable”
suggestions for either gender, but in this case, it is only significant
for “Mrs. Brown” (masc-coded: ¢(438) = —2.446, prpr ~ 0.0533,d =
—0.233, prpr ~ 0.0331; fem-coded: £(383) = —4.106, prpr ~ 0.0004,
d = —0.42), supporting H2b.

These results show that participants may have preferred sugges-
tions of teachers of any gender being likable. This seems reasonable
as at the story-level likable teachers were generally preferred even
without suggestions. While these results do not match our overall
hypotheses about reliance under pairs of gender and likability, they
may suggest that participants’ stereotypes about teachers being
likable people were stronger than their stereotypes about people of
different genders being likable.

A.4 Scenario: Town Hall

In this scenario, the story prefix includes a town hall participant
with a traditionally feminine (“Rebecca”) or masculine (“Thomas”)
name. The town hall is about an affordable housing development,
and the model suggests that the character has a conservative or
liberal viewpoint on this issue (See examples in Table 5). According
to Cao et al. [20], American annotators view men as comparatively
more conservative than women, an association echoed by our par-
ticipants in our post-survey (See Table 16).

A.4.1  Effects on Political Stance Disaggregated by Gender. Here,
we analyze how suggestions affect the political stance of “Rebecca”
and “Thomas” (Table 4).

At the Story Level. At the story-level, we first compare the no sug-
gestions conditions to their corresponding liberal and conservative
suggestions conditions. We see that adding conservative sugges-
tions decreases the number of liberal characters. This trend is signif-
icant for “Thomas” (#(123) = 2.682, prpr ~ 0.0332, d = 0.514) and
marginally significant for “Rebecca” (t(112) = 2.337, pppr ~ 0.0707,
d = 0.478). We also see a marginal trend of “Thomas” being made
conservative more often with conservative suggestions than with-
out suggestions (t(123) = —2.334, pppr =~ 0.0707, d = —0.447), with
no such trend in the same setting for “Rebecca” (£(112) = —0.984,
PrpR ~ 0.5407, d = —0.201). We see here that suggestions tend to
successfully encourage participants to make characters liberal or
conservative, but they are less successful in making “Rebecca” con-
servative, perhaps suggesting that participants have a harder time
accepting suggestions of a fem-coded character being conservative.
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We also compare rates of making characters liberal vs conser-
vative within suggestion types. Without suggestions, we see no
significant difference between making characters of any gender lib-
eral or conservative (Rebecca: t(66) = 1.4, pppr = 0.3334, d = 0.340;
Thomas: ¢(78) = 1.686, prpr ~ 0.2230, d = 0.377). We see “Thomas”
is made liberal or conservative significantly more often depend-
ing on the direction of suggestions (conservative: t(168) = —3.728,
proR ~ 0.0018, d = —0.571; liberal: £(166) = 3.315, prpr ~ 0.0066,
d = 0.511). For “Rebecca”, we see significantly more liberal stories
when they are suggested (¢(168) = 4.575, prpr < 0.0001, d = 0.701),
but the increase in conservative stories when they are suggested is
not significant (¢(158) = —1.988, prpr ~ 0.1364, d = —0.314). This
again shows that participants may have a harder time accepting
suggestions of a fem-coded character being conservative, which is
in agreement with [20]’s and our findings about human perceptions
of the political stance of women and supporting H1.

At the Word Level. We generally don’t see significant trends at
the word level. We do see that participants accepted suggestions sig-
nificantly more often in the condition where “Rebecca” is suggested
to be liberal over “Thomas” (H2b; ¢(3570) = —2.725, prpr ~ 0.0276,
d = —0.091). This begins to suggest that participants are more com-
fortable with fem-coded characters being written as liberal than
masc-coded ones, but this trend is not significant when we consider
only words that specify the character’s stance.

A.5 Scenario Statistical Tests

Here, we include all statistical test and p-value tables for scenario-
level experiments not otherwise included in the appendix. This
includes overall story gender and other attribute rates (Table 6,
Table 7, Table 8, and Table 9), overall word-level reliance (Table 11),
reliance rates for attribute-specifying words (Table 12), and rejec-
tion rates for attribute-specifying suggestions (Table 13). For details
of the process obtaining the relevant outcome measurements using
LLM annotation, please see subsection 5.2.

B Additional Analysis

B.1 Suggestion stereotypes and time to make
decisions

As we discussed in subsubsection 6.5.1, we consider how long it
takes participants to make word-level decisions based on suggestion
type. We saw that participants took less to make decisions about
trustworthy masc-coded detectives suggestions, suggesting that
this is an unsurprising set of attributes for a detective. In this section,
we provide more detail about how these comparisons were made
and the findings on more scenarios (Table 14).

For a given scenario, we start with the set of words suggested
by the model that would specify a given attribute (regardless of
whether the participant accepted it) and the time to make their
decision. As participants may take a short break or be distracted in
the middle of a story, we remove any decisions whose time has a
zscore above 3. This removed 70 word-level decisions that had an
average time of 127 seconds.

In the STUDENT scenario, we find that participants took signifi-
cantly longer to made decisions for “unassertive” suggestions than
“competitive” ones, regardless of gender (fem-coded: ¢(422) = 5.792,
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Table 4: Acceptance of suggestions disagregated by secondary axis
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I went to the doctor yesterday. The doctor said that I had pneumonia and the stage was moderate but he had to prescribe
some medication for me with some reassurance that i will feel better if i take my medication regularly.

I went to the doctor yesterday. The doctor said that she needed me to come back for another test tomorrow. The doctor’s
I went to the doctor yesterday. The doctor said that I have cancer he said i am luck that they caught it early and they
I went to the doctor yesterday. The doctor said that she would run additional tests to confirm the unpleasant results
In the first 100 days, the new president was determined to focus on rebuilding the economy, implementing comprehensive
In the first 100 days, the new president was determined to focus getting revenge on all those people who said he was a
In the first 100 days, the new president was determined to focus on making sure that the many proposals he suggested
In the first 100 days, the new president was determined to focus her attention on raising the amoung of housing

allowance that incoming refugees can apply for. Despite fierce opposition from the conservative party.

Joe was happy to be marrying the most ingelligent man he had ever met even though they had not had the easiest

Sherry was happy to be marrying the most handsome man in the whole wide world. She was sure that her heart belonged

In today’s class, we were assigned project groups. John, being the competitive leader that he is, immediately assigned
In today’s class, we were assigned project groups. Abby felt hesitant to introduce herself to our other teammates due to

In the gritty world of detective work, Detective John Wilson knew he could always count on his partner Chris, who
had been his trusty sidekick since they were kids, they have always been able to solve cases which seemed impossible to

In the gritty world of detective work, Detective John Wilson’s partner wasn’t to be trusted. He knew she was corrupt,
and had been for a while. John just needed to prove it. Gathering evidence would be difficult, but he knew he had to

When I was in school, Mr. Brown was my science teachers. He was very much witty and always try to make their
When I was in school, Mr. Brown was our least favorite teacher, he was really hated. He would often make us do multiple

The town hall meeting about the new affordable housing development got very rowdy. Rebecca said that it wojld
would cheapen the look of their posh neighborhood. It was not ok for there to be cheap looking homes in their area.

Scenario Attribute Story
DocTor confident
DocTor unconfident
voice trembled as she explained that my results showed a high level of uncertainty.
DocTor masc-coded
will be able to treat it so that it doesn’t progress.
DocTor fem-coded
from the insulin levels to be true.
PRESIDENT benevolent
heathcare reform, and strengthening international alliances through diplomatic initiatives.
PRESIDENT threatening
fascist by rounding them all up and having them shot.
PRESIDENT masc-coded
during his long campaign were fulfilled to please the public
PRESIDENT fem-coded
WEDDING queer
( masc-coded relationship the past year.
2nd partner)
WEDDING straight
( masc-coded only to Peter because he was everything she wanted.
2nd partner)
STUDENT competitive
specific duties to his group members with a stern gaze
STUDENT unassertive
her shyness, but with a nudge and encouraging smile I brought her out of her shell.
DETECTIVES masc-coded
crack. Together they are the dynamic duo.
DETECTIVES fem-coded
persevere.
TEACHER likable
lessons attractive with amazing experiments in such unique ways.
TEACHER repellent
assignments a week.
TownN HarL conservative
TownN HarLL liberal

The town hall meeting about the new affordable housing development got very rowdy. Rebecca said that she firmly
supported the project and emphasized its potential to bring stability to the families in the community.
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Table 5: Example co-written stories displaying suggested features. The italicized and non-italicized parts of the story are the
participant (co-)written and pre-written parts, respectively. Gender annotations are about the doctor and president characters
as well as Detective Wilson’s partner and Sherry/Joe’s partner. The non-gender-related annotations are always about the
non-speaker character introduced in the story prefix (e.g., the doctor, Mr./Mrs. Brown, etc.).

pror < 0.0001, d = 0.568; masc-coded: t(402) = 6.298, prpr <
0.0001, d = 0.636). We also see that it took significantly longer
to decide to accept “competitive” suggestions when the charac-
ter in question was fem-coded (¢(405) = —2.833, prpr ~ 0.0210,
d = —0.285). This suggests that in this scenario, “competitive” char-
acters are more expected (corroborated by the rate of “competi-
tive” vs “unassertive” characters in the no suggestions conditions)
and that a “competitive” fem-coded character is less expected than
a masc-coded one which is in line with Cao et al. [20]’s finding
that men are viewed comparatively more competitive than women
(though we do not see clear evidence in our post-survey that our
participants also held this belief. See Table 16).

In the teachers scenario, we generally do not find significant
differences in time taken to make decisions between groups. How-
ever, we do see a significant trend of suggestions that “Mrs. Brown”
is a repellent teacher taking longer to decide about than sugges-
tions that she is a likable teacher (#(380) = 2.855, prpr =~ 0.0206,
d = 0.293). This potential expectation that fem-coded teachers are
likable is again corroborated by our earlier findings about the rate
of choosing “Mrs. Brown” to be likable without suggestions. While
we cannot confirm Cao et al. [20]’s finding that women are seen as
more likable than men, our findings in this scenario do agree that
fem-coded people are seen as more likable than repellent.

In the WEDDING scenario, we see that it takes marginally signifi-
cantly longer to make decisions about a masc-coded queer partner
as opposed to a fem-coded one (¢#(543) = 2.898, pppr ~ 0.0187,
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Scenario Suggestions ~ Measured Attr ¢ PrDR sig
Fvs NS F t(246) =3.219 0.0081  *
Fvs NS M t(246) = —0.24 0.9019
M vs NS F t(230) = 0.493 0.7882
DocTor M vs NS M 1(230) = 2.467 0.0521
F FvsM £(348) = —1.026  0.5207
M FvsM t(316) = —8.542 0.0000  *
NS FvsM t(144) = —3.862 0.0012 =
Fvs NS F t(234) = 2.429 0.0565
Fvs NS M t(234) = —3.576 0.0029 =
M vs NS F £(248) = -1.106  0.4750
PRESIDENT M vs NS M t(248) = —0.137 0.9488
F FvsM t(322) = —4.343 0.0002  *
M Fvs M t(350) = —14.755  0.0000 =
NS Fvs M t(146) = —8.947 0.0000 =
Fvs NS F t(234) = 4.191 0.0003  *
Fvs NS M t(234) = —4.0 0.0007  *
M vs NS F t(242) = -1.012 0.5254
DETECTIVES M vs NS M t(242) = 0.899 0.5681
F Fvs M t(324) = -2.575 0.0408
M FvsM +(340) = —21.727  0.0000
NS FvsM t(144) = -10.934  0.0000 =

Table 6: Story-level gender rate comparisons when not considering secondary attributes

First partner’s gender ~ Suggested sexuality of pairing ~ Measured gender of second partner ¢ PFDR sig
M NS vs straight M $(104) = —-0.154 0.9479

M NS vs straight F t(104) = —0.556 0.7514

M NS vs queer M t(115) = —1.688 0.2218

M NS vs queer F 1(115) = 2.143 0.1071

M NS MvsF £(56) = —8.825 0.0000
M straight MvsF t(152) = —16.063  0.0000 =
M queer MvsF t(174) = —6.035 0.0000
F NS vs straight M 1(124) = —0.422 0.8234

F NS vs straight F t(124) = 0.657 0.7019

F NS vs queer M t(132) =2.973 0.0172  *
F NS vs queer F $(132) = —2.695 0.0328  *
F NS MvsF 1(86) =7.704 0.0000  *
F straight MvsF 1(162) = 12.859 0.0000  *
F queer MvsF t(178) = 2.12 0.1097

Table 7: Comparison of gender rates in WEDDING scenario under varied suggestions and gender of initial partner

d = 0.256). This suggests that masc-coded queer relationships are
more unexpected to participants than fem-coded queer ones, which
is in line with our observations about rates of queer relationships
in no suggestions conditions. However, we surprisingly also see
that, when the first partner is fem-coded, it took participants sig-
nificantly longer to decide on suggestions about whether the sec-
ond partner should be masc-coded vs fem-coded (¢(448) = —4.486,
PrpR & 0.0001, d = —0.424). This does not appear to match behav-
iors in the no suggestions conditions.

Overall, in many scenarios, we see that there are no significant
differences in time to accept or reject suggestions on the basis of the
stereotype content present in those suggestions. In the scenarios
where we do see significant differences, they almost always fall
in the direction of anti-stereotypical suggestions taking longer
to decide on than pro-stereotypical suggestions, providing some
evidence towards H5.

B.2 Story Length and Overall Time to Write

The median story was written in 25 actions (writing, editing or
deleting a word, etc) and took 121 seconds to write. When partic-
ipants were given suggestions, 54.7% of the words in the median
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Figure 13: Distribution of word sources per participant

participant’s stories were newly written or edited by the participant
(See distribution in Figure 13).

At the character level, we see that stories written with sugges-
tions were longer than those written without suggestions, but this
trend only marginally signifcant (¢(2863) = 2.326, pppr ~ 0.069,
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Scenario Suggestions Measured Attr t PFDR sig
NS vs M competitive ~ competitive t(121) = —1.297 0.3747
NS vs M competitive ~ unassertive t(121) = —0.851 0.5921
NS vs M unassertive competitive t(117) = 1.172 0.4353
NS vs M unassertive unassertive t(117) = —3.024 0.0157
NS vs F competitive competitive t(125) = —3.464 0.0044 =
NS vs F unassertive competitive t(116) = 0.025 0.9831
STUDENT NS vs F unassertive unassertive t(116) = —2.874 0.0210 =
MNS competitive vs unassertive  £(68) = 2.022 0.1353
M competitive competitive vs unassertive  #(174) = 3.898 0.0010 =
M unassertive competitive vs unassertive  #(166) = —2.872 0.0207 =
FNS competitive vs unassertive  #(76) = 2.364 0.0704
F competitive competitive vs unassertive  #(174) = 8.131 0.0000 =
F unassertive competitive vs unassertive  #(156) = —0.883 0.5725
NS vs M likable repellent t(129) = —0.123 0.9523
NS vs M likable likable t(129) = —2.489 0.0516
NS vs M repellent repellent t(120) = —1.48 0.2950
NS vs M repellent likable t(120) = —0.778 0.6290
NS vs F likable repellent t(115) = 1.451 0.3065
NS vs F likable likable t(115) = —1.403 0.3291
TEACHER NS vs F repellent repellent t(109) = —0.841 0.5980
NS vs F repellent likable t(109) = 1.261 0.3930
M NS repellent vs likable t(74) = —3.195 0.0110 =
M likable repellent vs likable t(184) = —8.86 0.0000
M repellent repellent vs likable t(166) = —3.774 0.0016 =
FNS repellent vs likable t(68) = —4.747 0.0001  *
F likable repellent vs likable t(162) = —12.726  0.0000  *
F repellent repellent vs likable t(150) = —3.886 0.0011 =
NS vs M conservative  conservative t(123) = —2.334 0.0707
NS vs M conservative  liberal t(123) =2.682 0.0332  *
NS vs M liberal conservative t(122) =0.291 0.8721
NS vs M liberal liberal t(122) = -0.39 0.8283
NS vs F conservative ~ conservative t(112) = —0.984 0.5407
NS vs F conservative liberal t(112) = 2.337 0.0707
Town HALL NS vs F liberal conservative t(117) = 1.257 0.3930
NS vs F liberal liberal t(117) = —0.539 0.7605
MNS conservative vs liberal t(78) = —1.686 0.2230
M conservative conservative vs liberal t(168) =3.728 0.0018
M liberal conservative vs liberal t(166) = —3.315 0.0066  *
FNS conservative vs liberal t(66) = —1.4 0.3334
F conservative conservative vs liberal t(158) =1.988 0.1364
F liberal conservative vs liberal t(168) = —4.575 0.0001

Table 8: Story-level secondary attribute rate comparisons disaggregated by gender

Trustworthiness Suggested Gender ~ Measured Gender ¢ PFDR sig
trustworthy NS vs M M t(127) = —=1.995  0.1364
trustworthy NSvs F M t(119) = 1.289 0.3776
trustworthy NSvs M F t(127) = 1.718 0.2136
trustworthy NS vs F F t(119) = —1.561  0.2634
untrustworthy NS vs M M t(113) = 0.4 0.8283
untrustworthy NSvs F M t(113) = 4.238 0.0004  *
untrustworthy NS vs M F t(113) = —0.084  0.9634
untrustworthy NSvs F F t(113) = —4.367  0.0003
trustworhty vs untrustworthy ~ NS M t(71) = —4.117  0.0008
trustworhty vs untrustworthy M M t(169) = —2.881  0.0206  *
trustworhty vs untrustworthy ~ F M t(161) = —1.886  0.1667
trustworhty vs untrustworthy ~ NS F t(71) =3.051 0.0161  *
trustworhty vs untrustworthy M F t(169) = 2.307 0.0735
trustworhty vs untrustworthy ~ F F t(161) = 0.515 0.7766

Table 9: Story-level gender rate comparisons disaggregated by trustworthiness in the DETECTIVES scenario
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Suggests Compared ~ Measured Attr ¢ PFDR sig
F benevolent t(166) = 0.773 0.6294
M t(166) = —0.375  0.8283
M benevolent  #(166) = 0.492 0.7882

M benevolent vs NS M threatening  #(166) = 0.38 0.8283

benevolent t(166) = —0.102  0.9609
threatening t(166) = 0.887 0.5719
None t(166) = —0.429  0.8201
M £(154) = 0.142  0.9488

M benevolent
M threatening

£(154) = —0.562  0.7480

M threatening vs NS £(154) = ~0.569  0.7447

benevolent t(154) = 0.45 0.8085
threatening t(154) = 1.666 0.2262
None £(154) =0.357  0.8353
F benevolent t(154) = 3.068 0.0134 %
M t(154) = —2.145  0.1057

M benevolent  #(154) = —2.337  0.0704

F benevolent vs NS M threatening ~ #(154) = 0.247 0.8997

benevolent t(154) = 0.93 0.5574
threatening t(154) =0.95 0.5497
None t(154) = 1.677 0.2230
I8 t(152) = -0.079  0.9634

F benevolent
F threatening

£(152) =2.526  0.0465 *
£(152) =0.962  0.5495
£(152) = —2.068  0.1190
£(152) = —0.835  0.5980
M threatening  #(152) = —0.541  0.7605
benevolent t(152) =0.878 0.5744
None £(152) =0.654  0.7019

F threatening vs NS M benevolent

Table 10: Story-level attribute rates considering gender and
benevolence jointly in the PRESIDENT scenario

d = 0.113). While these results are not consistent with Arnold et al.
[6], we note that in our study design, we set a minimum number of
characters to add to the story before continuing which may have
affected participants’ behavior regarding story length.

B.3 Effect of Individual Differences

In subsubsection 6.5.2, we considered how participant’s views on
gender and competence affected their stories. Here, we extend this
analysis to consider participants’ gender identity.!* We consider a
similar analysis based on participants’ self-reported gender (Fig-
ure 14 and Table 15b), hypothesizing that participants who identify
as women may be more likely to write stories about fem-coded
characters without suggestions or to accept fem-coded suggestions.

Here we see no significant effects, but we do note some minor
trends that point towards participants writing more characters
whose genders match their own. For example, we see more masc-
coded doctors and detectives from participants who identify as men
under masc-coded suggestions than we do from participants who
identify as women, and we see more masc-coded presidents from
participants who identify as men under fem-coded suggestions than
we do from participants who identify as women.

Overall, we find some trends pointing towards participants’
stereotypes and gender identities influencing their stories and their
acceptance of model suggestions in the expected direction.

13For this analysis, we focus on binary gender identity labels only due to the low level
of recruitment of non-binary participants.
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B.4 Participant Stereotypes: Correlations and
Treatment Effects

In the post-survey, participants were asked about stereotypical be-
liefs. As we discussed in section 4, participants were asked whether
their closest friends believed different groups (gay vs straight and
men vs women) were warm, competent, or conservative (Figure 15).

We first confirm that there is a significant positive correlation
between warmth and competence (r(1654) = 0.245, pppr < le™23).
We also see negative correlations between warmth and conserva-
tiveness (r(1654) = —0.466, pppr < 1le~®°) and competence and
conservativeness (r(1654) = —0.138, prpr < 1e~®). We note that
our conservative question was framed around being individualistic
vs community-oriented to avoid inconsistencies with the defini-
tion of conservative. In other words, our findings show a perceived
positive correlation between warmth or competence and being
community-oriented.

We also observe differences in perceptions of groups on the
various axes. We see that straight women and gay men are viewed
as more warm than gay women and especially straight men. Straight
people were viewed as slightly more competent than their queer
counterparts. Straight men were the only group viewed as more
conservative (individualistic) than liberal (community-oriented).
Gay women were viewed almost neutrally while straight women
and gay men were viewed as more liberal (community-oriented).

Since our study uses a post-survey to measure participants’ be-
liefs, there is some risk that model suggestions affected responses,
or even participating in the study itself. As we discussed in section 4,
we attempt to lessen these effects by giving participants a mental
break before taking the survey and are sure not to mention that the
study is concerned with fairness or stereotypes. For participants
in the treatment condition, we randomize per scenario what kind
of suggestions each participant receives. That is, we do no sort
participants into pro-stereotypical or anti-stereotypical treatments,
and all treatment participants receive a mix of both. This lessens
any potential effects of model suggestions on the final survey.

To help us understand whether participants’ views change as
a result of merely seeing predictive text suggestions, we consider
whether the distribution of survey responses is different between
the treatment and control groups (Figure 16). We observe no clear
difference in the two samples. Running Kolmogorov-Smirnov tests,'*
we see that the distribution of responses for the two conditions are
not significant different for any survey item, but this may be in part
due to the relatively small number of participants in the control
condition. While we cannot say with complete certainty that our
study did not lead participants to change what they would have
answered in our survey, we believe our measurement is reasonable
enough to draw conclusions with appropriate caveats.

As we discussed in section 4, these post-survey items correspond
to axes in the ABC model. Cao et al. [20] surveyed US-based par-
ticipants to understand their associations between ABC traits and
various demographic groups. In Table 16, we consider the align-
ment in stereotypes between our participants and Cao et al’s. We

4These tests were exploratory, not part of the main analysis, and were not pre-
registered. As such, they were excluded from the Benjamini-Hochberg correction
applied to the primary analyses.
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Scenario Comparison t PFDR sig

Fvs M 1(7692) = 2.258 0.0784

F unconf vs F conf t(4121) = —-2.645 0.0331 =
DocTor F unconf vs M unconf £(4040) = —0.195 0.9213

M unconf vs M conf 1(3569) =1.172 0.4337

F conf vs M conf t(3650) = 3.488 0.0031 =

Fvs M t(6734) = —-0.979  0.5407

F threatening vs F benevolent t(3198) =0.095 0.9617
PRESIDENT F threatening vs M threatening $(3187) = 0.311 0.8658

M threatening vs M benevolent t(3534) = —-1.784  0.1927

F benevolent vs M benevolent t(3545) = —1.56 0.2631

F queer vs F straight t(4010) = 2.381 0.0610
WEDDING F queer vs M queer t(4230) = —4.019  0.0005 =

M queer vs M straight t(3919) = 1.712 0.2120

F straight vs M straight t(3699) = —4.373  0.0001  *

F unassertive vs F competitive t(3668) = 0.257 0.8959
STUDENT F unassertive vs M unassertive t(3615) = 4.453 0.0001 =

M unassertive vs M competitive $(4135) = —6.49 0.0000 =

F competitive vs M competitive t(4188) = —2.0 0.1325

Fvs M £(7091) = 4.724 0.0000 =

F untrustworthy vs F trustworthy t(3443) = —-3.168  0.0085  *
DeTECTIVES  F untrustworthy vs M untrustworthy ~ #(3182) = 1.292 0.3747

M untrustworthy vs M trustworthy t(3646) = 0.396 0.8283

F trustworthy vs M trustworthy t(3907) =5.235 0.0000 =

F repellent vs F likable t(3591) = 2.618 0.0351
TEACHER F repellent vs M repellent t(3470) = 0.072 0.9634

M repellent vs M likable $(3892) = —3.162  0.0086  *

F likable vs M likable t(4013) = —5.922  0.0000 =

F liberal vs F conservative t(3484) = —1.763  0.1978
Town HALL F liberal vs M liberal t(3570) = —2.725  0.0276 =

M liberal vs M conservative t(3620) = —0.9 0.5681

F conservative vs M conservative t(3534) = —1.825 0.1819

Table 11: Tests of overall word-level reliance. For the given condition pairs, we consider the proportion of writing actions
that are model suggested (i.e., the participant uses a suggestion button or manually types an identical word) vs participant

supplied/edited (i.e., the participant types a non-suggested word or edits a model suggestion)
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Figure 14: Rates of character gender based on participants’ self-reported gender

see overall that when differences are significant,' they point in
the same direction. For example, both Cao et al’s participants and
our participants associate conservativeness with (straight) men
more than (straight) women. We do note some differences between
our findings. For both “Agency” related axes (confidence and com-
petence), Cao et al. report at least marginally higher association
between men and increased agency while we see no significant dif-
ference in our participants when asked about competence. Though

we cannot be confident if this is difference is best explained by a
difference in stereotypical beliefs of the participants in these two
studies or differences in how the concept is being measured be-
tween studies, we note that this could mean that participants in our
study indeed believe women to be more confident and competitive
than men, potentially affecting our findings in the DocTor and
STUDENT writing scenarios.

5These tests were also exploratory, not part of the main analysis, and were not pre-
registered. As such, they were excluded from the Benjamini-Hochberg correction
applied to the primary analyses.
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Scenario Comparison Attr t PFDR sig

Fvs M gender  £(159) =2.734 0.0294 =

F unconf vs F conf gender  £(83) =2.128 0.1117

F unconf vs M unconf gender  £(81) =2.93 0.0205 =

M unconf vs M conf gender  £(74) =0.591 0.7369
DocTtor F conf vs M conf gender  £(76) =1.339 0.3565

F unconf vs F conf other t(142) =0.594 0.7356

F unconf vs M unconf other t(163) =1.918 0.1575

M unconf vs M conf other 1(162) = -1.219  0.4140

F conf vs M conf other t(141) = 0.036 0.9765

Fvs M gender  £(203) =5.269 0.0000  *

F threatening vs F benevolent gender  £(88) =0.486 0.7920

F threatening vs M threatening gender  £(91) =3.309 0.0076 =

M threatening vs M benevolent gender  £(113) =0.912 0.5668
PRESIDENT F benevolent vs M benevolent gender  £(110) = 3.962 0.0010 =

F threatening vs F benevolent other t(158) = 0.515 0.7766

F threatening vs M threatening other t(150) = —1.019  0.5254

M threatening vs M benevolent other t(155) =0.78 0.6290

F benevolent vs M benevolent other t(163) = -0.784  0.6277

F queer vs F straight gender  £(215) =1.561 0.2634
WEDDING F queer vs M queer gender  £(206) = —2.566  0.0424 =

M queer vs M straight gender  £(186) = 0.479 0.7947

F straight vs M straight gender  £(195) = -3.554 0.0031 =

F untrustworthy vs F trustworthy gender  £(161) = —3.298  0.0069 *

F untrustworthy vs M untrustworthy ~ gender  #(108) = —0.168  0.9425
DETECTIVES M untrustworthy vs M trustworthy gender #(139) = —1.864 0.1746

F trustworthy vs M trustworthy gender  £(192) =0.871 0.5775

Fvs M gender  £(302) = —0.069  0.9634

F unassertive vs F competitive other t(87) = 1.854 0.1806
STUDENT F unassertive vs M unassertive other t(96) = —0.448 0.8085

M unassertive vs M competitive other t(103) = 1.041 0.5141

F competitive vs M competitive other t(94) = —-1.372 0.3400

F repellent vs F likable other t(157) = 2.068 0.1190
TEACHER F repellent vs M repellent other t(173) = -0.048  0.9732

M repellent vs M likable other t(179) = 2.673 0.0331 =%

F likable vs M likable other t(163) = 0.383 0.8283

F liberal vs F conservative other t(110) = -0.216  0.9088
Town HALL F liberal vs M liberal other t(103) = —1.453  0.3065

M liberal vs M conservative other t(104) = -0.302  0.8715

F conservative vs M conservative other t(111) = -1.606  0.2488

Table 12: Like in Table 11, these tests compare word-level reliance rates. Here, we constrain the analysis to only consider words
that specify the given attribute: gender or another attribute like likability, confidence, etc.

B.5 Suggestions and Toxicity, Sentiment, and
Character Agency

Beyond the attributes the predictive text model was controled to
suggest, we also consider off-the-shelf classification of stories toxic-
ity!, sentiment [17], and character agency [81]. Here, we consider
writing scenarios where the character of interest’s gender is cued in
the story prefix. We compare between classifier output for stories
where characters are masc-coded vs fem-coded when participants
are or are not provided with suggestions (Figure 17 and Table 17).

Toxicity. We find that the generated stories tend not to be explic-
itly toxic, with the story with the highest toxicity rating describing
that “Rebecca said that our ideas were really stupid and bland. We
got very angry and shouted at her. It was very unprofessional”
Toxicity rates were uniformly low across genders.

Sentiment. We find no significant differences in sentiment be-
tween suggestion conditions in the TEACHER and TowN HALL
scenarios regardless of suggestions and in the STUDENT scenario
without suggestions. However, in the STUDENT scenario, we see
significantly lower sentiment ratings for stories written about

6 https://huggingface.co/martin-ha/toxic-comment-model

“John” than “Abby” when the stories are written with suggestions
(t(337) = 2.516, pppr ~ 0.0462, d = 0.273). This means that the
predictive text model may have had a bias towards suggesting more
positive continuations about Abby than John or that participants
were more likely to accept positive suggestions about Abby. Re-
gardless of mechanism, we see that, in this scenario, predictive text
suggestions widened the gap in sentiment between genders.

Character Agency. The final classifier considers whether charac-
ters in a story are described as agentic (e.g., being a natural leader)
vs communal (e.g., being a well-liked member of a group) [81]. In
the STUDENT scenario, we see no significant gender differences in
agency regardless of the presence or absence of suggestions. In
the TowN HALL scenario, we see significantly higher agency in
stories about “Thomas” than “Rebecca” when they are written with
suggestions (¢(332) = 3.852, pppr ~ 0.0010, d = 0.422). We see a
similar trend in the TEACHER scenario. Here the increased agency
for “Mr. Brown” is significant with suggestions (¢(333) = 3.44,
pror ~ 0.0040, d = 0.377) and marginally significant without sug-
gestions (¢(71) = 2.424, pppr ~ 0.0625, d = 0.568). These results
show that model biases towards masc-coded characters having
more agency in their stories may leak into co-written stories.
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Scenario Comparison t PFDR sig
DocTor Fvs M +(1014) = 2.926 0.0172 =
PRESIDENT Fvs M t(836) = 6.362 0.0000 =

F queer vs F straight t(458) =1.68 0.2218
WEDDING F queer vs M queer t(546) = 6.786 0.0000 =

M queer vs M straight t(607) = -2.901 0.0187

F straight vs M straight t(519) = 1.988 0.1353

F unassertive vs F competitive t(426) = —2.159  0.0999
STUDENT F unassertive vs M unassertive t(432) = —1.601  0.2484

M unassertive vs M competitive t(411) = 0.798 0.6177

F competitive vs M competitive t(405) = 1.346 0.3494

Fvs M t(834) =6.729 0.0000 =

F untrustworthy vs F trustworthy t(515) = 1.364 0.3400
DeTECTIVES  F untrustworthy vs M untrustworthy ~ #(325) = =7.066  0.0000  *

M untrustworthy vs M trustworthy t(317) = 4.384 0.0002

F trustworthy vs M trustworthy t(507) = —4.224  0.0003 =

F repellent vs F likable t(383) = —4.106  0.0004 =
TEACHER F repellent vs M repellent £(390) = —-1.329  0.3565

M repellent vs M likable t(438) = —2.446  0.0533

F likable vs M likable t(431) =0.63 0.7191

F liberal vs F conservative t(286) = —1.735  0.2058
Town HALL F liberal vs M liberal t(290) = 0.296 0.8721

M liberal vs M conservative t(244) = -0.373  0.8283

F conservative vs M conservative t(240) = 1.503 0.2830

Table 13: Tests of acceptance rates of attribute-defining suggestions. For fem-coded vs masc-coded comparisons and DETECTIVES
scenario comparisons, we consider gender-defining suggestions. For the remainder, we consider suggestions that specify the
second attribute (assertiveness, likability, etc)

Scenario Comparison t PFDR sig

F conf vs F unconf t(538) = 0.459 0.8061

M conf vs M unconf t(473) = —-1.205  0.4172
DocTor F conf vs F unconf t(288) = —1.766  0.1978

M conf vs M unconf t(322) =0.223 0.9088

MvsF £(1013) = 0.088  0.9634

F benevolent vs F threatening t(458) = 0.761 0.6351

M benevolent vs M threatening t(373) = 0.597 0.7350
PRESIDENT F benevolent vs F threatening t(208) = —0.126  0.9523

M benevolent vs M threatening t(203) = —1.082  0.4897

MvsF £(833) = —1.606  0.2464

F queer vs F straight t(448) = —4.486  0.0001
WEDDING M queer vs M straight t(602) = —2.063  0.1190

M queer vs F queer t(543) = 2.898 0.0187 =

M straight vs F straight t(507) = —0.607  0.7324

F competitive vs F unassertive t(422) = =5.792  0.0000 *
STUDENT M competitive vs M unassertive t(402) = —6.298  0.0000

M competitive vs F competitive t(405) = —2.833  0.0210 *

M unassertive vs F unassertive t(419) = -1.513  0.2780

F untrustworthy vs F trustworthy t(496) = 0.077 0.9634

M untrustworthy vs M trustworthy t(306) = —=3.544  0.0030
DETECTIVES M untrustworthy vs F untrustworthy ~ #(310) = —3.48 0.0036

M trustworthy vs F trustworthy $(492) = -0.218  0.9088

MvsF t(804) = —1.804 0.1870

F repellent vs F likable t(380) = 2.855 0.0206  *
TEACHER M repellent vs M likable t(438) =1.439 0.3077

M repellent vs F repellent t(390) = -0.279  0.8801

M likable vs F likable t(428) =1.188 0.4253

F conservative vs F liberal t(284) = 1.655 0.2273
Town HALL M conservative vs M liberal t(243) =1.053 0.5059

M conservative vs F conservative t(240) = -0.389  0.8283

M liberal vs F liberal t(287) = —0.068  0.9634

Table 14: Test comparing time taken to make word-level decisions with varied story and suggested attributes.
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s . Suggested  Measured ‘ . s . Suggested  Measured ; .

cenario Gender Gender PFDR s18 cenario Gender Gender PrDR S18
NS M t(37) =0.344 0.8446 NS M t(71) = —0.449 0.8085
NS F £(37) = 0.926 0.5641 NS F £(71) =1.916 0.1634

DocTor M M £(88) =—0.238  0.9019 DocTor M £(157) = -1.762  0.1991
M F £(88) = 0.838 0.5980 M F £(157) =0.961  0.5495
F M t(103) = —0.608  0.7324 F M t(173) = —0.151  0.9479
F F t(103) = 2.279 0.0802 F t(173) =0.761 0.6351
NS M £(38) = 1.166 0.4464 NS M £(72) = 0.368 0.8310
NS B t(38) =0.215 0.9088 NS F t(72) =0.728 0.6616

PRESIDENT M M t(100) = 1.539 0.2728 PRESIDENT M M t(174) = 1.015 0.5254
M F t(100) = 1.373 0.3400 M F t(174) = 0.89 0.5714
F M £(93) = 0.14 0.9488 F M £(160) = —1.53  0.2735
F F £(93) = —0.011  0.9910 F F £(160) = 0.928  0.5574
NS M t(38) = —0.394 0.8283 NS M t(71) = —0.126 0.9523
NS F t(38) =0.832 0.6032 NS F t(71) = 0.659 0.7019

DETECTIVES M M t(95) = —0.378 0.8283 DETECTIVES M M $(169) = —1.688  0.2218
M F t(95) =0.356 0.8353 M F 1(169) = 0.717 0.6651
F M £(97) = —2.095  0.1183 F M £(161) = —1.053  0.5059
F F t(97) = 2.742 0.0304 = F F t(161) =1.272 0.3858

(a) (b)

Table 15: Comparison of character genders written with various suggestions for participants who (a) answered that straight
women are more competent than straight men vs less and (b) self-identified as women vs men

Mean US association of ABC traits and gender [20] Mean Post-Survey association with gender (ours)
ABC Axis women men gender difference Post-Survey Item  women men  gender difference
confidence 63.6 75.3  t(38) = —1.89,p =0.067 competence 69.4 66.4  t(826) =1.64,p =0.102
competitiveness 55.6 75.5  t(38) = —2.82,p = 0.008 competence 69.4 66.4  t(826) =1.64,p =0.102
conservativeness ~ 37.0 60.6  t(38) = —3.32,p =0.002 conservativeness ~ 37.7 62.9  t(826) = —12.49,p < 0.001
benevolence 65.2 39.5 t(38) =4.39,p < 0.001 warmth 72.5 42.8 t(826) =15.68, p < 0.001
trustworthiness 57.1 47.0  t(38) =1.42,p =0.162 warmth 72.5 42.8  t(826) =15.68,p < 0.001
likability 69.2 56.8 t(38) =2.21,p =0.033 warmth 72.5 42.8 t(826) =15.68, p < 0.001

Table 16: Comparison of Cao et al. [20]’s US-based annotator’s associations between gender and ABC traits and our participants’
(from multiple countries) associations with gender (of straight people), warmth, competence, and conservativeness in our post
survey. In both studies, scores are collected on a 100 point scale with 100 being the most confident, competent, etc.

Scenario Classification Attribute ~ Suggestions ¢ PFDR sig
communion - t(72) =1.479 0.2978
communion v t(337) = 1.758 0.1991
STUDENT toxicity - t(72) =0.955 0.5497
toxicity v £(337) = —0.672  0.6982
sentiment - t(72) = —0.066 0.9634
sentiment v t(337) = 2.516 0.0462 =
communion - t(71) =2.424 0.0625
communion v t(333) =3.44 0.0040 =
TEACHER toxicity - t(71) =1.009 0.5296
toxicity v £(333) = —1.147  0.4464
sentiment - t(71) = 0.446 0.8085
sentiment v t(333) = 0.957 0.5495
communion - t(72) =1.808 0.1927
communion v t(332) =3.852 0.0010
toxicity - +(72) = 1.083 0.4908
TowNHALL ity v £(332) =1.201  0.4184
sentiment - t(72) = —0.408 0.8283
sentiment v t(332) =0.381 0.8283

Table 17: Comparison of attribute scores between character genders in stories written with and without predictive text
suggestions.
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Figure 15: Distributions of and correlations between human
stereotypes for various groups

B.6 Prefix Similarity on Attribute Selection

The uniform information density (UID) hypothesis states that peo-
ple prefer to uniformly distribute information throughout language
production when possible to maintain the same message [31, 44,
61]. An implication of UID is that low-probability words may be
more likely followed by high-probability words (and vice versa).
In our scenario, this could potentially impact the selection of pro-
stereotypical (likely higher probability) versus anti-stereotypical
(likely lower probability) as a function of the probability of the word
(or phrase) that came before. Under this interpretation, participants
are not (only) choosing a pro-stereotypical word because it is higher
probability, but because the preceding word is low probability. For
example, in spoken language, fillers are a common way to add addi-
tional time before a low probability event, such as “Bill married his
[uh] long-time boyfriend” vs “Bill married his long-time girlfriend”

The UID interpretation in our setting suggests that anti-stereo-
typical suggestions may not be taken because the user was not
planning on the low probability event (“boyfriend”) and by the
time the anti-stereotypical suggestion arrived (after “long-time”)
it was too late to make an appropriate high-probability selection
in advance of the low-probability continuation. Then, in this in-
terpretation, the user is even more strongly guided to select the
high-probability continuation that they had in mind (“girlfriend”),
irrespective of any anti-stereotypical suggestion.

While this interpretation is possible—and could be an interesting
avenue for future research—we expect that its effect is rather small,
for two reasons. First, measured UID effects tend to be quite small.
For example, UID effects on log likelihood are on the order of, at
most, +0.15 nats in Meister et al. [61], in comparison to probability
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cold vs warm incompetent vs competent liberal vs conservative
Figure 16: Distributions of human stereotypes from partici-
pants in the treatment condition (with suggestions) and the

control condition (no suggestions).

differences on the order of as much as +20. Second, in our study, the
story prefix is minimally edited within scenarios (e.g., changing only
“Mr. Brown” vs “Mrs. Brown”). This means that early in each story,
the information density between conditions should be roughly the
same. Thus, any tokens that appear very early in the story will, by
definition, have nearly the same prefix and therefore nearly the
same past information density.

More specifically, for gender (Figure 18a), we have that about 35%
of gender-defining tokens are written or accepted in the first action
(counting the “start” action as action 0) with 63% of gender-defining
tokens coming from the first five actions. For the DETECTIVE sce-
nario, we see a large portion of gender-defining tokens as the second
action where participants write a name like “Detective X” instead
of just “X”. For the WEDDING scenario, we see some slightly longer
phrases before the partner’s gender is written out from common
phrases like “his highschool sweetheart X”, “her soulmate X”, etc.
Overall, we see that a large portion of gender-defining tokens are
written with nearly identical contexts (within writing scenarios),
leading the prior information density to be roughly equal when the
gender decision is made.

For attributes beyond gender (Figure 18b), we see more variabil-
ity in when the ABC trait is specified. For most scenarios, the ABC
trait cannot easily be specified in the first token. In the TEACHER
scenario, the teacher’s likability is never determined by the first
written or accepted token. Instead, in about 31% of stories, par-
ticipants specify the teacher’s likability on the second token with
phrases like “my favorite”, “the worst”, etc. While this means lika-
bility in this case was often determined with prefixes with similar
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Figure 17: Agency, toxicity, and sentiment ratings in stories. For each attribute, we break down stories into those written with
and without suggestions and those written about masc-coded characters (purple) and fem-coded (orange).

information density, for the remaining scenarios, ABC traits may
have been determined with prefixes that have more variable infor-
mation density which may have influenced participant behavior.

Overall, we see that there are some attributes writing scenarios
that were largely determined early enough in stories that informa-
tion density is very consistent between conditions. We argue that
our other findings cannot be explained through effects of uniform
information density alone.

C Annotation, Validation, and Additional
Participant Details

C.1 Annotation Prompts and Instructions

As we discuss in subsection 5.2, we annotate characteristics of
characters in the written stories using an LLM. We provide the
prompt used for this in Figure 19. We use the same set of prompts for
the entire stories and the partial stories. The full set of “hypotheses”
used for each scenario’s stories are shown in Table 18.

C.2 Common Contributing Words

As discussed in subsection 5.2, we annotate at the word level to
determine which words (either included in the story or proposed
and rejected by the model) contributed to the gender, likability,
confidence, etc of story characters. In Table 19, we list for each
writing scenario and axes which words the model identified as
determining axis values. Note that the same word may appear for
both values of an axis. For example, words like “lead” and “leader”
show up on the list for both “competitive” and “unassertive” but the
terms are used in different contexts. For instance, a story containing
the sentence “John felt uncomfortable taking the lead.” fell in the
“unassertive” category and “Abby was selected as the leader of our
group.” fell in the opposite.

C.3 Human Evaluation Details and Instructions

To validate the LLM annotations of the human or co-written sto-
ries, we collect human annotations from 10 annotators. For each
of the 7 scenarios, we have 2 2 potential axis value combinations
(See Table 1 for a list of all scenarios and axes) which we measure
independently. For each of these measurements (e.g. the charac-
ter “Mr. Brown” has a likable personality), the value can true or

false/unspecified. This leaves us 7 * 4 * 2 = 56 unique measurement
values made about the set of stories. We collect 560 random sets of
these unique story measurement values. Each annotator is asked
to annotate 56 stories for single axis values, but these tasks are
randomized between annotators to avoid them learning patterns
about how many “true” and “false” values there should be per sce-
nario, axis, etc. The statements about each story shown to human
annotators were the same as the hypotheses used to prompt the
LLM annotator (See Table 18). We include the instructions to human
annotators below:

You will be shown a series of stories and statements
(hypotheses) about characteristics of characters in
each story, and you will need to mark which state-
ments are entailed (“True”) or are contradicted/neutral
(“False”). The characteristics are paired (e.g., a charac-
ter can be “confident” or “unconfident”), but it may be
the case that neither characteristic in the pair can be
reasonably inferred to be true from the story. Please
be careful to keep in mind which half of the pair each
statement is asking about.

Please mark the statement as false if it is either untrue
or is unspecified using your best judgement about
what can be “reasonably” inferred from the story. For
example, for a story where the character’s likable
vs repellent personality is not explored at all, please
mark “False”. For a story where the character is seen
by the narrator as likable or is shown to be likable in
one anecdote, one could argue that you cannot infer
whether they are inherently likable overall, but these
should still be marked as “True”.

C.4 Additional Participant Details

As we discussed in subsection 4.3, we do not restrict study partici-
pation based on country to allow for a more diverse set of English
proficiency levels. We show a breakdown of participant nationality
in Figure 20.
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Figure 18: What number writing action determines the given attribute in each story? The first writing action (after the “start”

action) is highlighted in orange.
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Example Annotation Prompt

System Prompt: You will be given a premise and a hypothesis. Given the premise, you will decide
whether the hypothesis is correct and respond yes or no. If there is not enough information, respond
no. Returnonly the word yes or no, and nothing else.

User: Premise: My mom went to the store yesterday to buy chicken soup
Hypothesis: The person who went to the store is a woman or uses she/her pronouns.

Assistant: yes

User: Premise: My dad went to the store yesterday to buy chicken soup because | was sick.
Hypothesis: The person who went to the store has a caring personality.

Assistant: yes

Connor Baumler and Hal Daumé 111

Parts of the system prompt
that are shard across writing
scenarios, conditions, and
attributes

In-context examples

—
The final output is the probability of “yes” and
“no” via the model’s softmaxed output logits:
{“yes”:0.999, “no”: 3.942e-13}
Figure 19: Example prompt for annotating whether the detective’s partner is masc-coded.
D Additional Model Details e Prompt format: See Figure 19 for a single example and https:

As we discuss in section 5, we use LLaMA models to generate
both predictive text suggestions and to annotate the resulting sto-
ries. We provide suggestion generation code at https://github.com/
ctbaumler/predictive_text and summary details below:

prompts.

Model: LLama 2-CHAT 7B [79]

Quantization: None

Sampling / decoding: Greedy; select top-3 candidates from
raw logits (temperature = 0). Each suggestion is decoded to
the next word boundary.

Prompt format: See Figure 4 for an example and https://
github.com/ctbaumler/predictive_text for the full prompt
set.

The details for the annotator model are as follows:

e Model: LLama 3 70B [2] (instruction-tuned variant)

e Quantization: None

e Scoring method: We compute the softmax over the model’s
logits for the tokens “yes” and “no,” and use the resulting
probabilities p(yes) and p(no) for analysis. No sampling is
involved. For story-level annotations, we apply a cutoff of 0.8
to determine whether an attribute is present. For word-level
annotations, a word is marked as specifying an attribute if
the previous word’s score was below 0.8, the current word’s
score is above 0.8, and the difference between the two ex-
ceeds 0.3. (See subsection 5.2 for details and an example.)

//github.com/ctbaumler/predictive_text for the full set of


https://github.com/ctbaumler/predictive_text
https://github.com/ctbaumler/predictive_text
https://github.com/ctbaumler/predictive_text
https://github.com/ctbaumler/predictive_text
https://github.com/ctbaumler/predictive_text
https://github.com/ctbaumler/predictive_text
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Scenario Annotated Value  Hypothesis

DocTor confident According to the speaker, the doctor acts confidently in the story.

DocTor unconfident According to the speaker, the doctor acts unconfidently in the story.

DocTor masc-coded In the story, the doctor is a man or a person who uses he/him pronouns or a traditionally masculine name.

DocTor fem-coded In the story, the doctor is a woman or a person who uses she/her pronouns or a traditionally feminine
name.

PRESIDENT benevolent In the story, the president prioritizes benevolent policies.

PRESIDENT threatening In the story, the president prioritizes threatening policies.

PRESIDENT masc-coded In the story, the president is a man or a person who uses he/him pronouns or a traditionally masculine
name.

PRESIDENT fem-coded In the story, the president is a woman or a person who uses she/her pronouns or a traditionally feminine
name.

WEDDING masc-coded In the story, {Sherry/Joe} is getting married to a man or a person with a traditionally masculine name.

2nd partner
WEDDING masc-coded In the story, {Sherry/Joe} is getting married to a man or a person with a traditionally masculine name.
2nd partner

STUDENT competitive In the story, {Abby/John} acts in an assertive manner within the group, for example, taking a leadership
role.

STUDENT unassertive In this story, {Abby/John} acts in a shy or an unassertive manner within the group, for example, taking a
follower role.

DETECTIVES masc-coded In the story, Detective John’s partner is a man or a person who uses he/him pronouns or a traditionally
masculine name.

DETECTIVES fem-coded In the story, Detective John’s partner is a woman or a person who uses she/her pronouns or a traditionally
feminine name.

TEACHER likable According to the speaker, {Mrs./Mr.} Brown has a likable personality.

TEACHER repellent According to the speaker, {Mrs./Mr.} Brown has a repellent personality.

TownN HaLL conservative In the story, {Thomas/Rebecca) supports a conservative approach to housing, for example, opposing afford-

able housing since it will hurt property values.

TownN HaLL liberal In the story, {Thomas/Rebecca} supports a liberal approach to housing, for example, supporting affordable
housing since it would reduce homelessness.

Table 18: Hypotheses provided to LLM when annotating various attribute values in stories

Scenario Attribute Common Value-defining Words

DocTor confident medication (17); to (17); medicine (14); confident (14); suspected (13); need (12); nothing (11)

DocTor unconfident might (67); hesitated (16); unsure (12); uncertain (11)

DocTor masc-coded he (344); his (180); him (12)

DocTor fem-coded she (315); her (242)

PRESIDENT benevolent infrastructure (31); climate (25); nations (19); crumbling (18); tensions (11); jobs (10)

PRESIDENT threatening military (9)

PRESIDENT masc-coded his (270); he (162)

PRESIDENT fem-coded her (300); she (151)

WEDDING masc-coded steve (283); man (53); john (42); his (36); best (32); longtime (25); steve’s (16); friend (15); he (14); crush (11)

WEDDING fem-coded susie (208); her (76); sweetheart (31); sarah (26); dear (16); sweatheart (15); crush (11)

STUDENT competitive leader (57); lead (52); asserted (25); assigned (20); fearless (20); leading (19); established (17); charge (17);
competitive (10)

STUDENT unassertive hesitated (181); hesitant (33); leading (23); reluctant (22); quiet (11); leader (11); lead (10)

DETECTIVES masc-coded steve (145); robinson (43); steven (26); he (20); his (19); partner (10)

DETECTIVES fem-coded sarah (280); she (109); her (60); rachel (34); robinson’s (15)

TEACHER likable favorite (103); kind (25); patient (25); best (24); most (22); inspired (18); favourite (15); inspiration (10)

TEACHER repellent least (75); feared (54); intimidating (30); dreaded (26); notorious (21); hated (11)

TowN HarL conservative opposed (49); against (17)

TownN HaLL liberal provide (26); help (22); essential (17); necessary (15); supported (11)

Table 19: Words that are commonly annotated as setting the value of an axis. Words are stripped and lowercase. Only words
that define the given value in at least 10 stories are included (or if there are none above 10, then the most common word).
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Figure 20: Self-reported nationality of participants included in the final analysis (i.e., those who completed the study and passed
the attention check). Nationalities with three or fewer participants are grouped into the “other” category.
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E User Study Interface

Welcome to the study! Let's
walk through the interface
you will use to complete the

Please complete the following story:

study. Joe padded downstairs, ready for breakfast, only
to find that | —

Please do not use your
browser's back or refresh
buttons during the study. Tlzlatlalzlaslzlalala
Instead, please navigate
using the provided orange q W e r t y u i o p
buttons.

1 a s d f g h j k I

Instead of your system's
keyboard, you can use this 5 — N A o
on-screen keyboard to type.

Written character count: O/:V
Submit
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This is the story you will need
to continue. You cannot type
with your system's keyboard.

2

Once you've written at least
50 characters (100 in the
main study), this button will
turn orange, and you can
press it to continue to the
next story. 4

(a) Initial tutorial with no suggestions shown in all conditions.

Now that you are used to
typing with the interface, let's
see how the interface will
provide predictive text

Please complete the following story:

On her morning run, Sarah |

suggestions. 1
noticed felt 's T
T2l al41s31681 718190
q W e r t y u i o p
Again, once you've written at a s d i ol BOR Wi k |
least 50 characters (100 in
the main study), this button # z x ¢ v b n m @&

will turn orange, and you can
press it to continue to the
next story. 3

\

Written character count: 0/50

Submit

(b) Second tutorial with suggestions. Note that while the text mentions that “mashing” the suggestions may affect compensation, we in practice

compensate all participants equally.

Figure 21: Tutorial text. Each card points to the portion of the interface that was highlighted with each tutorial section where

applicable. In the true study interface, this is done interactively using Intro.js.

Here are the predictive text
suggestions that you can
use to help complete the
story.

Please be aware that your
interactions with the system
will be tracked including the
rate of using predictive text
suggestions and typing with
the keyboard. Please try to
use our system as you would
any other predictive text
system in your day-to-day
life.

If we find that you mash
suggestion buttons, this may
affect your compensation


https://introjs.com/
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Study 2/7

Please complete the following story:

| went to the doctor yesterday. The doctor said that |

she |

Written character count: 0/100

Submit

Figure 22: Interface on standard task
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Study 4/7 —

Please re-type the following story to show that
you are paying attention:

In the hidden attic of an old bookstore, a dusty tome
whispered secrets to the curious reader, promising
adventures beyond imagination. Each turned page brought
characters to life!

In the hidden attic of an old bookstore, |

a the |

Written character count: 0/100

Submit

Figure 23: Interface on attention check question
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Figure 24: First half of the post-study survey including ques-
tions about participants’ biases. In the interface, both these
questions and those in Figure 25 appear on a single screen.
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Your response has been recorded. Thank you for pani{:ipating in
the study.

Please note that in this study, the predictive text model was given
more information about the writing scenario than your were. For
example, the model may have been fold to make a given character
"confident” or "unconfident”. Some of these scenarios reflect
potentially harmful stereotypes (e.g.. that female characters are
less confident than male characters) which should not be taken as
fact.

You will soon be redirected to Prolific. Please wait__.

Figure 26: Study debrief in condition with suggestions. The
middle paragraph about the extra information given to the
model (that nudge the story) is not included in no suggestions
conditions.
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